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Laudatio
 J o h n A . W h e e l e r Department of Physics, Princeton University, Princeton, New Jersey1
 II 1 had the good fortune to be present, at this celebration of the life and work of lioger Penrose, I would recall the shocked sense of scientific-technical inferiority given the Western world when on October 4, 1957 the then Soviet Union became first, with Sputnik, to launch mankind into space. Already in the summer of 1957. I found myself in Paris, chairman of a committee to recommend to the 3rd Annual Conference of NATO Parliamentarians measures to build up Western capabilities in the sciences. The people who were going to have to pay the bill accepted NATO-sponsored international Scientific Conferences and Workshops and support for Fellowships for young people of promise in one NATO country to go to another to broaden their experience. One such NATO fellowship, through no doing of mine, went to young Roger Penrose and brought him to Princeton. Well do I remember the pre-dawn darkness near the end of his stay in Princeton when he reached out over a snowdrift to hand me his Adams Prize essay that I had promised to deliver in two hours to the international mail terminal at New York's Kennedy Airport, so it could make the Cambridge deadline. To the pleasure of us all, he won the Adams Prize. He has been winning prizes ever Hince.
 Over the years, Roger Penrose has won a great prize for us all. a deeper understanding of the structure of spacetime, especially the causality relation-ship between one point of spacetime and another, probably the most important prediction of general relativity, since it seems to imply that spacetime has a beginning or an end.
 Roger Penrose, like all of us, knows that in the year 2000 we will be celebrating t lie centenary of Max Planck's discovery of the quantum. Will the quantum count as Glory for the wonderful insight it has given us in every branch of physics? Or Shame that we still have not fought our way through to understanding how come the quantum? Glory or Shame? The writings of Roger Penrose direct us again and again to that challenging issue. Three cheers for him and his vision!
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Preface
 The symposium 'Geometric Issues in the Foundations of Science' was held over 5 days in June 1996 in St John's College Oxford in honour of Professor Sir Roger Penrose in his 65th year. The unifying theme guiding the scientific content of the symposium was the impact of Sir Roger's geometric viewpoint on a wide range of fields in basic science and mathematics. The object was to use the opportunity provided by the 65th birthday of Sir Roger to draw a group of distinguished speakers together whose work could broadly be classed ¿is geometrical in order to bring out what was common to these endeavours.
 There were 17 plenary lectures held in the auditorium of St John's and 16 shorter lectures delivered in two pairs of parallel sessions in the Mathemati-cal Institute. These were attended by 186 participants from a broad range of backgrounds from the President of the Royal Society on one hand to graduate students on the other.
 Sir Michael Atiyah opened with a lecture setting the scene for the symposium, giving an overview of the interaction between geometry and physics and himself and Sir Roger from which many important developments in mathematics and mathematical physics have emerged.
 There followed lectures in pure mathematics, including geometry, both clas-sical differential geometry and non-commutative geometry, topology including knot invariants and the applications of gauge theory and developments aris-ing from string theory. Lectures on applied mathematics included integrable systems and general relativity. Lectures on theoretical physics included string theory, quantum gravity and the foundations of quantum mechanics, and in ex-perimental physics there were talks on quasi-crystals and astrophysics. Less easy to classify were the talks on quantum computation, quantum cryptography and the possible role of micro-tubules in a theory of consciousness.
 Sir Roger closed the symposium with a review of t.wistor theory, the problems currently confronting the theory and prospects for their solution.
 This volume collects together the contributions of all these lecturers, giving an overview of the many applications of geometrical ideas and techniques across mathematics and the physical sciences.
 The organisers wish to thank the Scientific Organising Committee and Pro-lessor E Corrigan and also gratefully acknowledge administrative and secretarial support received from the Mathematical Institute, Oxford, particularly from Jill Drake and Brenda Willoughby.
 The symposium was supported by a substantial grant, from the EPSRC and

Page 6
                        
                        

viii I'rrfncr
 benefited from the hospitality of the Erwin Schrodinger Institute, Vienna, while this vo lume was being prepared and we would like to thank Piotr Kobak for lielp with the typesett ing.
 Oxford SAH. , L.JM., K P T . , August L997 T S T . , and N M J W .
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 Plenary Lectures
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1 Roger Penrose—A Personal Appreciation
 M i c h a e l A t i y a h The Master's Lodge, Trinity College, Cambridge CB2 1TQ
 I Personal and historical remarks Roger Penrose and I were research students together in Cambridge from 1952 to 1955. Moreover, we were both algebraic geometers at the time. I did my research under Hodge, and Roger, after starting with Hodge, moved over to work with Todd. In view of later events it is perhaps interesting to review briefly what areas our research was concerned with.
 Under Hodge I was steered towards differential geometry and topology. From Hodge's book I learnt about harmonic forms and their origin in Maxwell's equa-tions, while from the work of the French school (Leray, Cartan, Serre) I learnt about sheaf cohomology. Although I had attended Dirac's course on quantum mechanics it was not until some years later that I became acquainted with spin and the Dirac operator.
 Roger's work centred on more classical algebraic geometry, in particular the theory of invariants. In the course of his research he invented a private notation for keeping track of indices in tensorial calculations. Years later this linked up with the technology of Feynman diagrams. It is interesting to note that similar diagrammatic ideas have come to the fore in recent years in the frontier between topology and physics (e.g. knots and Chern Simons theory).
 After our time together as research students, Roger and 1 pursued quite differ-ent. routes. While I remained a geometer of sorts, Roger moved into theoretical physics and in due course made his name by his work (jointly with Stephen Hawking) on the generic existence of singularities in general relativity.
 Although we met briefly from time to time we only got together on a more permanent basis in Oxford from 1973 to 1990. When I was about to leave the Institute for Advanced Study in Princeton to return to Oxford, 1 remember a discussion with Freeman Dyson about the possibility of Roger Penrose coming to Oxford as Coulson's successor. Dyson expressed his admiration for Roger's work on black holes but admitted that he was mystified by "twistors". "Perhaps", he said, "you will understand them". This was a percipient remark since I did indeed spend the next decade or so trying to understand and use twistors!
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 2 Twistors When Roger and I were once again established as colleagues (this t ime as pro-fessors), the subject of twistors soon became the subject of attention. Roger explained his ideas and although the physical motivation, in terms of quantum theory, was new to me the underlying geometry was extremely familiar. The Klein representation of lines in 3-spacc by points of a quadric in 5-space I had learnt from Todd's book and it had always fascinated me. Roger explained that he was using complex contour integrals to represent solutions of various differ-ential equations. He pointed out that, ¡us with the usual residue calculus, the precise integrands were not the key thing. The singularities really determined the story.
 It was not long before it dawned on me that Roger was essentially struggling with sheaf cohomology but did not realize it. Once this was pointed out Roger and his students became fervent converts. After a few private seminars in my study they really took off. Within a short period of time Roger's group were more expert with sheaf cohomology than I had ever been.
 I found the whole twistor programme a fascinating story. Its first success was in the beautiful way in which the sheaf cohomology groups / / ' ( ¡ P T + , 0 ( n ) ) corresponded precisely to the solutions of the zero-rest-mass field equations. In retrospect one can view this as a complexification of the Radon transform (now resurrected for application to tomography), but the Penrose version is both richer and more beautiful.
 T h e second success of the twistor programme was the observation by Richard Ward that it could be used to solve the self-dual Yang- Mills equations. Among other things this stimulated work on instantons and in due course led to Don-aldson's remarkable work on 4-manifolds.
 Finally1 the twistor programme led to a deep understanding of the self-dual Einstein equations in which the Riemannian geometry gets encoded entirely into the holomorphic geometry of a complex 3-manifold. This is certainly the deep-est application of twistor methods and the final result is quite stunning in its simplicity.
 While Roger and his group have continued to use the twistor picture as an alternative to the usual space-time picture, mathematicians have found twistor methods a powerful and subtle tool for various geometric problems. In higher dimensions hyper-Kabler manifolds are the natural generalization of self-dual Einstein manifolds and the twistor theory applies in this more general context. Interestingly enough hyper-Kahler geometry arises naturally in super-symmetric gauge theories. Although this is familiar from various examples the general phenomenon probably deserves further investigation, particularly in view of the current interest and activity in super-symmetric theories.
 'Not chronologically: the 'graviton' preceded the 'instanton*.
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 .'{ Integrable systems and solitons There is little doubt that the subject of integrable systems of differential equa-tions, and t heir soliton solutions, has been one of the most interesting develop-ments of the past decades. It. has attracted interest on a very wide front because ol its relevance to physics and applied mathematics while also exhibiting a beau-tiful structure which has appealed to pure mathematicians.
 Nearly all the standard work on integrable systems has focused on equations such as the KdV equation or the non-linear Schrodinger equation. In particular these involve just two independent variables (one space, one time). Key features of the theory are the existence of solitons, the inverse scattering method of solution and the derivation of explicit formulae based on Riemann surface theory.
 It was pointed out early on, mainly by Richard Ward, that many of the known integrable systems could be obtained by dimensional reduction from the l-dimensional self-dual Yang Mills equations. Moreover the twistor methods
 seemed similar to the standard methods of dealing with the integrable systems. This observation has now been pursued methodically and a good case can be made for saying that the self-dual Yang-Mills equation is the ancestor of all 2-dimensional integrable systems. This point of view has recently been developed in the new book by Mason and Woodhouse (199G). I hope this attracts the attention it deserves. On the whole, physicists are over-impressed by explicit formulae and the more powerful twistor technique (which can generate formulae as required) appears too abstract to many. The book by Mason and Woodhouse should redress the balance.
 Given the fact that integrable models play a key role in various quantum field theories, it seems that one should explore further the implications of twistors at t he quantum level. Much has been made by Faddeev and others of the quantum inverse scattering. It. would be interesting to translate this into twistorial terms.
 4 Rival philosophies As we all know, the fundamental problem that, all physicists would like to solve 's how to reconcile quantum tEeory with general relativity. In other words how-to produce a unified theory incorporating "quantum gravity".
 There are many different approaches to this goal and it is not, I hope, blas-phemous to make comparisons with the way rival religions offer alternative ap-proaches to God. To the protagonists the various religions are mutually incom-patible and (at times) distinctly hostile. To the sceptic the different religious approaches simply cancel each other out leaving a vacuum. At. the other extreme we have mystics who see underlying commonality in all religious experience and search for some fusion. As a side-remark we mathematicians might note, by analogy, that a combination of oscillatory functions can cancel themselves out but yet leave a few delta functions at specific frequencies.
 If we turn now to the different approaches to quantum gravity there are several rival philosophies or religions. The orthodox one is string theory and
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 associated quantum field t heory, and here the "prophet" is Edward Witten. We then have the twistor approach led by Roger Penrose. There is also a newer approach based on non-commutative geometry pioneered by Alain Connes (and expounded at this symposium). As "sceptics" we have the hard-headed exper-imentalists who have little time for theories which deal with monstrously small (or large) quantities, beyond the realm of measurement. On the other hand there arc "mystics", among whom I include myself, who hope for a synthesis which embraces aspects of all the rival theories. As a mathematician I would find it a pity if God had not found some use for all the beautiful ideas that have been put forward.
 Clues, indicating that such a synthesis is not totally hopeless, include the key role of integrable systems, solitons, duality, holomorphic geometry and super-symmetry. These can be found in quantum field theory as well ¡us in twistor theory.
 Roger's ideas on quantum gravity include one which has always appealed to me, and that relates to the famous "collapse of the wave-function" in quantum mechanics. Roger speculates that this collapse is a gravitational effect, thus combining quantum theory and gravity at a very fundamental level and altering the whole philosophical basis of quantum theory. This puts Roger very much in Einstein's camp in the famous Bohr Einstein debate and promises to open up an argument which has lain dormant for decades.
 5 Other topics 1 have concentrated on Roger's twistor programme, but I should say a few words about some of bis other contributions. The "Penrose tilings" are now well-known (and can even be bought; as jig-saw puzzles!) The history of these is very interesting and I talked about them in my Anniversary Address to the Royal Society in 1994 (Atiyah 1995). They provide an excellent example of how a pure mathematical curiosity can develop into a theory of importance in the real world. In fact Roger told mc that he had developed his ideas while "doodling" in the waiting room of a hospital when he was visiting a sick friend! The applications now involve quasi-crystals, materials which have been put to commercial use in making new style frying pans.
 Roger has also with bis two "popular" books entered the controversial field where philosophers spar with scientists and consciousness is the centre of attrac-tion. I can claim a modest contribution on this front since 1 was a delegate of the Oxford University Press when The Emperor's New Mind was published.
 6 Conclusion To sum up, it is clear that Roger is in a real sense one of the original thinkers of our time. Although he is aware of the mainstream work in theoretical physics he is continuously branching out on his own. He thinks deeply and when he has an idea that he thinks is wort h developing he pursues it tenaciously over many years.
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 These days most physicists follow the latest band-wagon, usually within mi-croseconds. Roger steers his own path and eschews band-wagons. He may not always be right but it is important, that we have individuals who stick to their guns. Future progress with ideas, as in evolutionary genetics, depends on a suf-ficient stock so that some good ones will survive and prosper. Roger is one of t hose who are helping to diversify our "gene pool" of ideas.
 A close examination of Roger's work shows that he manages to combine gen-uine physical insight with the development of beautiful mathematical techniques to go alongside. It. is this close harmony of the physics and mathematics which persuades him that he is on to something worthwhile. He has been proved right in the past, and will, I hope, be proved right in the future.
 Bibliography Atiyah, M.F. (1995). Royal Society Anniversary Address 1994. Notes and Records of the Royal Society, 49 , No 1, p 141.
 Mason, L.J., and Woodhouse, N.M.J. (1996). Integrability, Self-Duality, and Tuiistor Theory. LMS Monographs New Series. Clarendon Press, Oxford.
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2 Hypercomplex Manifolds and the Space of
 Framings
 N i g e l H i t c h i n Department of Pure Mathematics and Mathematical Statistics University of Cambridge, 16 Mill Lane, Cambridge, CB2 1SB
 1 Introduction In general relativity, one commonly formulates Einstein's equations as evolution equations for a metric and second fundamental form on a hypersurface. A rather different, approach was adopted in the paper of Ashtekar, Jacobson and Smolin (1988), which in particular reduced the equations for a positive definite self-dual spacetime (a 4-dimensional hyperkiihler manifold in other language) to Nahm's equations for a triple of volume-preserving vector fields on a 3-manifold M . The initial aim of this paper is to relax the volume-preserving condition and to place this result in a general framework. Here we regard the triple of vector fields as a trivialization of the tangent bundle of M—a framing.
 T h e infinite-dimensional manifold of all framings on a given 3-manifold is an object which perhaps deserves closer study. It is naturally defined, has an action of D i f f M on it, and is a principal bundle over the more conventional space of metrics, with group M a p ( M ; 0 ( 3 ) ) . It has itself a natural Riemannian metric, and also a natural functional / on it. This is the Chern Simons invariant of an SO(3) connection on TM associated with the framing: we think of a framing as a point of í l ' ( M ) ® R ' \ identify R' ! with the Lie algebra of 5 0 ( 3 ) and take the connection which has this as connection matrix, relative to the trivialization of TM given by the framing. In the context of Floer theory, using the analogous space of connections on a 3-manifold, it is natural to consider the gradient flow of this functional. We find that integrating it is equivalent to integrating Nahm's equations for arbitrary vector fields on a 3-manifold.
 In this setting, we introduce the problem of integrating the gradient flow for left-invariant framings on M = SU(2), and this leads to the nonlinear equation for a 3 x 3 matrix-valued function B:
 ^ = 2(tr B)B- 2BBr - 2adj B. ds
 The remainder of the paper solves the equation by cutting a path through a Penrosean landscape: self-dual geometry, twistor spaces, and cohomology classes
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 represented by contour integrals. Without the power of twistor theory and the tentacles which it sends out to so many corners of mathematics, it. would be difficult to see how such an equation could be solved explicitly.
 Our route first interprets Nahm's equations for vector fields as generating a 4-dimensional hypercomplex manifold, sliced by the level sets of a harmonic func-tion. In this context it becomes relatively easy to see how the volume-preserving condition in Ashtekar at al. (1988) yields a hyperkahler metric. The equation for B in this setting now represents an 5C/(2)-invariant hypercomplex manifold. The hyperkahler case then consists of the situation where B is diagonal, in which case our equations reduce to those solved by Halphen (in 1881!) and used in Atiyah and Hitchin (1988) to construct the natural hyperkahler metric on the moduli space of two monopoles.
 The next stage is to invoke twistor theory and isomonodromic deformations as in Hitchin (1995) and Maszczyk et al. (1994). It turns out that the isomon-odromy problem for an invariant hypercomplex manifold involves monodromy contained in the group of upper-triangular matrices in 5L(2 , C) , and this can be described by elements in the cohomology group / / ' (E, L 2 ) for a local coeffi-cient system on a 4-times punctured sphere £ . The contour integral description of these classes means ultimately that we can solve the equations for B using hypergeometric functions.
 The concrete outcome of this work is an analytical description of all 5(7(2)-invariant hypercomplex manifolds which parallels in some way the description in Hitchin (1995) of all 5(7(2)-invariant self-dual Einstein manifolds, though we have neither space nor motivation here to discuss global questions of complete-ness.
 2 Framings Let M be a compact, oriented 3-manifold. It is well-known that the tangent bundle TM is trivial. We denote by 'J the space of all trivializations of TM, also known in the literature as parallelizations or framings. We adopt the latter terminology, so that a framing, a point x 6 3", is a triple
 (XUX2,X3)
 of vector fields on M which are linearly independent at each point. Equivalently we can think of x as the dual basis, a triple (<?i,02>03) of 1-forms. The space 'J of framings h;is a number of features:
 • 'S is acted on naturally by DiffM. • Any framing (Yi, Y>, Y3) is related to a fixed framing (Xi,X2, X-j) by a
 uniquely defined invertible matrix-valued function BtJ. We have Y. = Yyj B j t X j , and hence
 'J = Map(M; G L ( 3 , R ) )
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 • A framing determines a Riemannian metric g on M:
 t=i
 so that (A'i , X2, A';1) is an orthonormal basis at each point. • 7 is a principal Map(M;0(3 ) ) -bund le over the space of metrics M on M . • 'J itself has a natural metric: if X, are vector fields on M, then V -
 (X\,X2,Xs) is a tangent vector to 'J at the framing (X\, X2. X3) and we define
 g(V. V)= f ( V O i ( X j f ) 0, A 02 A 03 . Jm V i j '
 This is just the H2 norm of V with respect to the metric on M defined by the framing.
 We see then that framings can be used to define all sorts of geometrical entities: metrics, volumes and for our purposes more importantly, connections. The stan-dard way to get a connection on TM from a framing is to take the flat connection defined by
 V x . X j = 0
 but there are other, equally natural, connections. If we regard a framing as a triple of 1-forms, then this is an element of i i ' ( M ) i^R'1 . Identifying R - ' with the Lie algebra so(3) gives the connection
 V A - , ^ 2 = A ' 3
 V a - . X , = 0
 Vx,Af3 = -X2
 and relations obtained by cyclically symmetrizing. This connection preserves the metric g, but in general has torsion. It has the property that an integral curve of any linear combination of , X2, is a geodesic. In fact, if M = SU(2) and (X\,X2,Xj) is the standard left-invariant trivialization, this is the flat connection giving the right-invariant trivialization. The connection form, relative to the trivialization (X\, X2, X3), is
 / 0 03 ~02\
 A = - 0 3 0
 \ 02 —0\
 Ox
 0 )
 From this formula we can calculate the basic invariant of a connection over a 3-manifold: the Chem-Simons invariant
 I tr(.4 A dA + \ A A A A .4). J M
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 We obtain (a multiple o f ) the function
 f = - I 01 A d01 + 02 A f/02 + 03 A f/03 - 20, A 02 A 0 3 . (2.1) 2 Jai
 Consider now the functional / : If —» It . and its gradient flow. We have (using *0, = 02 A 03 etc .)
 (//(0 = / > (0, Arf0, - 0 , A * 0 , ) . ./A4
 Now considering framings as triples of 1-forms, we have for V = (0], 02.0.j), W =
 (V?l,¥>2, <¿3)
 i / (V, W) = [ T()j(Xl)^(Xl)Ol A 02 A 03 = [ YOj A .
 JM JM j
 T h u s the gradient. How of the functional / is defined by the differential equation
 ^ = *dOj - Oj (2.2)
 or, reverting to vector Holds,
 <£ = R e m a r k Note that the critical points of / occur when the framing defines an 5o(3) subalgebra of the algebra of vector fields. From Milnor (1984), this inte-grates to an action of SU(2), and since the vector fields are linearly independent it. has finite stabilizers and so M is a quotient of SU(2) with a left-invariant framing. Note also that in general the flow may be incomplete—in particular the vector fields may become linearly dependent in finite time.
 These differential equations can be put in a more familiar form by sett ing s - e' and Yt = -e~'Xt. We then obtain
 § - l « . « 1
 ~ = (2.3)
 d Y 3 - IV y 1
 These are Nalnn's equations, dimensional reductions of the self-dual Yang-Mil l s equations, but in our case the gauge group is not a finite-dimensional Lie group, but is instead the group of diffeoinorphisms DiffA/ of a 3-manifold.
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 .'1 SU (2)-i »variance The specific problem which concerns us here is that of solving the equations (2.3) in the case that M is the 3-sphere S3 = 677(2) and the triple (Y\,Y2,Y:t) Is left-invariant. There are actually two cases here. Thinking of the framing as mi element of $7' ® R 3 , we can have either a trivial action of S i / ( 2 ) on the R® factor, or the adjoint action. If E\. E2, Ey are vector fields on M defining the action, the two cases give either
 LeY, = 0 or £/?, Y> = 2Y3 etc.
 The first case means that the Y, are themselves left-invariant vector fields, ele-ments of su(2), and we obtain the; original Nahm's equations for 2 x 2 matrices. These actually reduce to Euler's top, and are solvable by elliptic functions. It is the other invariance which leads to a more challenging equation.
 First we write
 yi = Y , Bi*E> j
 for matrix-valued functions Bj,. Now using the summation convention,
 ¿e.YJ = LEi{BkjEk)
 = (E,-Bkj)Ek + Bk}CEtEk
 = (E,Bkj)Ek + 2BkjeiklEl.
 But LE;Yj — 2e,jiYi = 2etJiBkiEk and hence
 Ei • Bkj = 2eijtBkl - 2tilkBtj. (3.1)
 This e<|iiat.ion tells us the representation space in C°°(SU(2)) that the nine functions B,j lie in.
 Nahm's equations (2.3) are
 D Y ' 1 I V V I ¿ 7 = 2 e i j k [ Y j ' Y k l
 so
 dBki 1 . . Ek = •zc,ji\YJ.Yl} ds 2
 1 2 f i ji^n,„Ji-:mYi
 \eijt(BmjLEmYi ~ (Y, • Bmj)Em)
 -c,ji(2Bmj(.miuBknEk - Bl,t(El> • Bk})Ek)
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 and using (3.1), I,his is
 (•ijltmlnBmjBknEk ~ Ujl^pjqBf,lBkqEk + tijlCpqkBplBqjEk .
 Expanding this out gives us the following invariantly-defined equation for the matrix B:
 ^ = 2(tr B)B - 2 B B r - 2 adj B (3.2)
 where adj A is the usual matrix of cofactors satisfying B adj B = (det. B)I.
 A solution of the equation (3.2) represents an integral curve of a vector field on the space of 3 x 3 matrices. Note that if B is symmetric so is 2(tr B)B — 2 B B r - 2 adj B and so the How is tangential to the space of symmetric matrices. Moreover, if B is diagonal, so is this expression. Thus for a symmetric matrix we can reduce the equations to diagonal form: if B has eigenvalues U[ /2 , u2/2, u 3 / 2 then (3.2) becomes
 u\ + ¡¿2 = U|«2
 «2 + "3 = "2«3
 u'3 -\- u\ — U3«l •
 Curiously, these equations were solved long ago in Halphen's 1881 paper (Halphen 1881), using complete elliptic integrals. We shall attack the general case here, but what we need to do is to adopt a more geometrical approach.
 4 Hypercomplex manifolds The standard approach to Nahm's equations is to rewrite them in the Lax form
 ~ - i Y u Y 2 + iY3 as
 =: 0
 and the two equations obtained by cyclic permutation of the indices. In our case, where we replace the finite-dimensional Lie group by Di i fM, we see that
 - — + iYi and Y2 + iY¿ as
 are two commuting complex vector fields on U x M for some interval U C R . They span the space of vector fields of type (1 ,0 ) for an integrable complex structure I. Similarly
 ( - £ + iY2, y3 + ¿y,) and ( - £ + iY3, y, + iY2)
 define integrable complex structures J and A' and /,./,/<" satisfy the algebraic identities of the quaternions i, j, k. A manifold with this structure is a hyper-complex mum/old. Geometrically, then, the gradient flow of the Chern Simons invariant / on the space of framings 7 generates a hypercomplex manifold.
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 ll is well-known that a hypercomplex manifold, although not being naturally a Uicmannian manifold, has a natural connect ion—the Obata connection (Obata IS)56)—which is torsion-free and preserves I,J,K. We shall derive the basic features of the hypercomplex manifold, including properties of this connection, from the evolution equation for a frame.
 First let 7/1,7/2,773 be the basis of 1-forms dual to the vector fields Y\. Y2, V3. Then the complex structures acting 011 1-forms give
 7/1 = Ids, 7/2 = Jds, 7/3 = Kds.
 The hypercomplex structure defines a « informal structure ( the structure group of the tangent bundle is reduced t o the group of quaternions H" C S O (4) • R") which in explicit terms is represented by the metric
 ds 2 + V'i + 1)1 + 7/| .
 In this formalism the evolution of the framing (A'i, X2, A'3) as t varies has a natural interpretation. Firstly t is a function 011 the product manifold U x M. The conformal structure defines a normal distribution to the level sets of t and the dual of dt 011 the integral curves defines a normal vector field N. Since W/ds = V'i and s — e', we have
 thus we can say that the framing (X\, X2, X3) is s imply ~(IN,JN,KN). It is the hypercomplex structure which turns the normal vector field into an evolving frame on the slices I = const..
 It will be convenient to reinterpret Nalun's equations (2.3) in a dual formal-ism:
 L e m m a 4 . 1 The triple of vector fields (V'i. Y2. Y3) satisfies Nahm's equations if and only if the 2-forms di)\, di]2,di]3 are anti-self-dual with respect to the metric ds2 + 7/f + 7/f + 7/|.
 P r o o f We write do for the exterior derivative 011 the 3-manifold M T h e n
 di), dii, = ds A —— -f <707/,.
 ds
 But since ?/, (Yj) is a constant ,
 doVi(Y2, Y3) = mm, Y3]) and Yj) = •
 Thus if (Y\,Y2.Y3) satisfies Nalun's «piat ions ,
 ^ ( Y . ) = = ~Vi(\Yi,Y3)) = -d0ih(Y2,Y3) ds as
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 and this, with similar relations, is the anti-self-duality of di),. T h e converse is established in the same way. Note that the gradient How equation (2.2), which uses the frame dual to ( X i , X 2 , X ; j ) , is essentially this result. •
 We need now to discover more about the Obata connection. Consider
 V(c/s) = ds ® Qo + ih ® «1 + V2 <8> « 2 + % ® «3 (4-1)
 where ft, are connection 1-forms. Since the connection commutes with I we have
 V f a , ) = V(Ids) = 7/, <g> fto - ds ® fti + 7/3 ® ft2 - 7/2 «1 »3 (4.2)
 and similar terms for 7/2 and 7/3. The 1-forms ft, satisfy a number of relations. Firstly, since the Obata connection is torsion free,
 0 = d2s = ao A ds + fti A 7/1 + ft2 A 7/2 + ft3 A 7/3
 and so, sett ing Vo = d/ds we have
 ft,(ri) = ft,(yo. (4.3)
 Similarly, from (4.2) we have
 diji = fto A 7/1 — a , A ds 4- ft2 A 7/3 - »3 A 7/2 . (4.4)
 T h e condition that di], is anti-self-dual now gives the extra relation
 fto(>o)+fti(yi) = 0 . (4.5)
 We can use these facts to highlight, some features of the geometry of the hyper-complex manifold. First note that the connection defines a divergence operator 011 vector fields and 1-forms. For a vector field Y, we have W € C°°(T ®T*) and so we define div Y € C°° by contracting this. Wi th a torsion-free connection and a top-degree form u>, the divergence of a vector field satisfies:
 Lyuj = d(i{Y)ui) = V y w - d iv(y)o>. (4.6)
 For a 1-form, the conformal structure defines an isomorphism C : T' = T <g> L where L is the line bundle of half-densities, so we can define div ft g C°°(L) by taking V « e C°°{T' <8 T") S « T ® L) and contracting. We define the Laplacian of a function / by A / = div(i / / ) € C°°{L)
 L e m m a 4 . 2 divrj* = 0 and As = 0 aiid div V, = — 2fto(Y!).
 P r o o f Since the conformal structure is represented by the metric
 ds2 + 7/? + 7/| + 7/|
 then if L is trivialized by (dsAi / i A7/2 A 7/3)1/'2, using C(7/,) = Y, and C(ds) = YQ we have from (4.2),
 div 7/1 = a 0 ( y , ) - ft,(Y0) + ft2(y3) - ft3(V2)
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 and this vanishes from (4.3) Similarly from (4.1),
 A.s = a 0 ( Y 0 ) + a , ( Y , ) + a2(Y2) + a 3 ( Y 3 )
 which vanishes from (4.5). From (4.1) and (4.2) and similar expressions we evaluate
 W i = -Y0 <8> a i - Yx ® a 0 -Y2® a 3 + Y, ® a 2
 and then similarly
 div Y, = -a,(y0) - a0(Yx) - a 3 ( Y 2 ) + a 2 ( Y 3 ) = - 2 o , ( Y o )
 from (4.3). •
 R e m a r k Note that evolution equations where time is harmonic have appeared in many parts of the literature, for example in Hoppe (199G), or in the work of Krichever and Novikov (1990) on Riemann surfaces.
 We now reverse this process so as to derive the evolution equations from the harmonic function:
 T h e o r e m 4 . 3 Let X be a hypercomplex ^-manifold and s a himnonic function on X. Defining the vector field d/ds normal to the level sets of s, decompose. X = U x M where U is an internal and M a 3-manifold. Then the frame (Yi, Y2, Y() dual to Ids, Jds, Kds on M evolves according to Nalim's equations.
 P r o o f Setting 7/1 = Ids, etc., the conformal structure determined by the hy-percomplex structure is represented by the metric
 dsl + i)} + vl + 7i.
 Now consider din = d(Ids). Since / is integrable, this is a ( l , l ) - f o r m and is anti-self-dual if and only if it is orthogonal to the 2-form wj = ds A 7;, + i]2 A i]3
 corresponding to the hcrmitian metric and the complex structure /:
 d{Ids) A u>i = 0 .
 But this is the statement that s is harmonic. This follows since the connection is torsion-free and I is covariant constant, so that d{Ids) factors through V(ds ) . The contraction is then linear algebra and just ¡us in the Káhler case. Thus if s is harmonic, dy, is anti-self-dual, and from (4.1) this is equivalent to Nalim's equations. •
 A special case of this is the following, which is the result of Ashtekar, .lacobson and Smolin (Ashtekar et. al. 1988) which was the initial stimulus for this work:
 T h e o r e m 4 . 4 Let X be a hypercomplex manifold generated by a framing (Y,, Y2, Yj) on a 3-manifold M satisfying Nalim's equations. Then X is hyperkahler if and only if the vector fields Y, are volume-preserving.
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 P r o o f A liypcrcoinplex manifold is hypcrkiihlcr if the Obata connection is the Levi-Civita connection of ¡1 metric in the conformal class, cquivalently if there exists a covariant constant section of A'17"\ From (4.1) and (4.2), the covariant derivative of the 4-form ds A 7/1 A A 7/3 is given by
 V(ds A iji A 7/2 A 7/3) = 4 ( d s A 1)1 A 1)2 A 7/3) ® a 0 . (4.7)
 Thus 4ao is the connection form for the induced connection 011 A47**. The hypercomplex structure is therefore hyperkahler if and only if there is a function u such that «0 = du. The covariant constant volume form is then e~Auds A i)X A
 m A 7/3.
 Suppose first that X is hyperkahler, so that «o = du, then define the 3-form f i = e~2ui)\ A 1)2 A 7/3 on M. We first show that it is independent of s.
 dfl „du _ _•>„ / diii dm dm \ — = -2—Sl + e 2U - j i i A 1)2 A 7/3 +7/ , A - j i i A 7,3 +7/ , A 1)2 A - ¡ ± ) . ds ds \ ds ds ds )
 But from (4.4), we have
 ^ = a o ( Y o ) v i + « i ( V , ) 7 / , + a 2 ( V o ) r / 3 - a a ( Y 0 ) v 2
 so
 — A 7/2 A 7/3 = (ao(Ko) + «1 (Vi))t/I A 1)2 A 7/3 .
 Adding the similar terms, we have
 ^ = - A l + e - 2 u ( 3 a o ( V o ) + at(Yt))ih A 7/2 A 7/3 . ds ds
 But from (4.5) this gives
 dCl ( du „ . . _ - = ( - 2 - + 2 a 0 ( r 0 ) ] «
 and since «0 = du this yields
 f = 0 . ds
 Using the metric g = e~2u(ds2 + V j + 4 + t/2) (4.8)
 which is preserved by the connection, the vector field e 2 uV, (for i = 1 , 2 , 3 ) is dual to the 1-form 7/,. From (4.2), div7/, = 0, so
 div(e2"yt) = 0.
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 On a Riemannian manifold, a divergence*-free vector field preserves the volume
 form, so
 d{i(e2uYi)e-4uds A 7„ A m A 7/3) = 0 .
 Ihit since, .as we have seen, il - e~2"// i A 7/2 A 773 is independent of s, and V; is
 tangential t o s = const.., so
 = (/(¿(y,)i2) = 0
 and the vector fields V, preserve the volume form il 011 M.
 Conversely, suppose that it = e - 2 " r/i A 7/2 A 7/3 is independent of s , then from
 the calculation above,
 «o(Ko) = ^ • (4.9)
 If Yt preserves ft, and it is independent of s then again as above Cyi(e~2uds A 'li A 7/2 A 7/3) = 0. Since div Y, = -2a0(Y,), from (4.6) this means that
 Vy f (e_ 2 udsAT / i A7/2A?;3) = e-2u{-2du(Yt)-2ail(Yt)+4a0(Yt))dsArh A7/2A7/3 = 0
 and hence
 a0(Yt) = du(Yt).
 Hence from (4.9), ao = du sis required. •
 This discussion has seemingly taken us far afield from the differential equation (3.2)
 ^ = 2(tr B)B - 2 B B r - 2 adj B ds
 but Theorem 4.4 has the following consequence:
 P r o p o s i t i o n 4 . 5 The. matrix valued function B satisfying (3.2) generates an
 SU(2)-invariant liyperkdhler manifold if and only if it is symmetric.
 P r o o f Prom Theorem 4.4 we need to show that the vector fields V, = B j i E j
 preserve a vo lume form on SU(2). By left invariance it is enough to show that
 the invariant covolume form E\ A E2 A E3 is preserved. Now the invariance
 properties of Y, are expressed by Y2 = 2V3, etc. , so
 jy , , ex ] = 0 | y , , e2\ = - 2 y 3 | y , , ¿?3] = 2 y 2
 and so
 £y,(£i /\E2 A E 3 ) = - 2 E , A Y:i A £3 + 2EX A E2 A 2 y 2
 = 2(Z?32 - B23)Ei A E2 A E 3 -
 Invariance for Y1 thus implies /J23 = B32 and considering Y2, V3 we obtain that
 B is symmetric . •
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 As romnrkcd above, the symmetric case reduces to Halphen's equations. In the setting of Sl/(2)-invariant hyperkiihler metrics the equations were derived in Gibbons and Pope (1979) and solved in the context of the natural metric on the moduli space of two SU{2) inonopoles in Atiyah and Hitchin (1988). We are concerned now with the general case, which requires yet more geometry to handle—this t ime the use of Penrose's twistor space in the hypercomplex setting.
 5 Twistor spaces and isomonodromic deformations Following the usual treatment of Nahin's equations (e.g. in Hitchin 1983), it is natural to introduce an indeterminate z and to write
 Y = (Yi + iY2) + 2izY3 + Z2(YI - iY2)
 Y+ = iY3 + z(Yx - iY2).
 Then, instead of three Lax equations, we obtain a single equation
 = 0.
 This formalism leads immediately to a geometrical structure on the manifold Z — X x C P 1 where X = U x M is our hypercomplex manifold. We let. C, be an alline parameter on the projective line and set z = (,, then as a consequence of the Lax equation we have three commuting complex vector fields W, on Z:
 W x = - § - + Y+ W2 = Y W3 = | .
 By the Newlander Nirenberg theorem, these span the space of (1 ,0) tangent vectors for an integrable complex structure on Z. This complex 3-manifold is the twistor space of the hypercomplex manifold X. The projection p : Z CP1 is easily seen to be holomorphic. As is well-known (Penrose 197G), the holomorphic geometry of Z encodes the differential geometry of the hypercomplex manifold.
 We have seen that the differential equation (3.2) for B represents in geo-metrical terms a hypercomplex manifold with an SU(2) action which acts non-trivially on the complex structures I,J,K. In the language of twistor theory we have a twistor space Z with a (local) holomorphic SL(2, C) action which commutes with the projection p and acts as the group of Mobius transforma-tions on CP1. This is part of the more general situation of twistor spaces with symmetry treated in Hitchin (1995), and relates to the study of isomonodromic deformations and Painlevé's sixth equation. We shall solve the equation for B by using this method.
 The construction uses the linearized action of .S'L(2, C) expressed as a homo-morphism of holomorphic vector bundles:
 a : Z x sl(2) -> TZ.
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 Its inverse o 1 € fi1,0(/J, s l (2)) is a meromorphic 1-form, which when restricted to a section of p : Z —» C P 1 acquires four simple poles. The matrix-valued 1-form a - 1 defines a flat meromorphic connection on the trivial bundle over Z, and the holonomy on each section is induced from that on Z, and so as the sections vary we obtain an isomonodrornic deformation. The resulting nonlinear ordinary differential equation will in our case be a substitute for the nonlinear ordinary differential equation (3.2).
 P r o p o s i t i o n 5 .1 The meromorphic 1-form a'1 on the section (.s, x) = const-is
 E Bjk(ikEj E BjkQk'lj '
 P r o o f To derive the meromorphic connection, define complex vector fields on Z:
 z , = y + - y +
 = Y
 Z3 = Y .
 Note that since 13 and El are real,
 = (Yi ~ iY2) - 2rCn + C2(^i + iY-i) = £ BjkqkE} (5.1)
 where q(Q is the null vector
 9 = (1 + C2. - » ( 1 - C2). ~2iC) • (5-2)
 The three vector fields Zy,Z2,Z3 have no d/ds component, and so there is an (invcrtible) matrix C such that
 Zi = J2 CjtEj. j
 The SU(2) action on M = SU(2) is given by the inverse of this. The «action on the twistor space R x M x C P 1 incorporates also the Mobius action on the projective line. This is the holomorphic action
 rp d
 where q = (<71,92. <73) in (5.2). The total action is holomorphic, so a is defined by the (1 ,0) part.:
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 From the definition of the complex structure Z-'/ "' = 0 so relative to the basis
 E\,E'2,E:ì of o/( 2) and Z 2f i \ d f d ( , of TZ, o is represented by the matrix
 M where the first two rows of M are the first, two rows of C 1 and the last, row
 is the vector —q.
 The holomorphic sections of the twistor space are given by fixing x G M and .s <E U, so the connection form on a section is M ~ l applied to d / d £ , i.e. the third column of M - 1 . Now since the first two rows of M are those of C~l, we have
 ( 1 0 ° \
 MC = 0 1 0
 Ci C2 cj
 Thus
 ( 1 0 ON
 0 1 0
 V - C , -C2 1 /
 Now from (5.1) Cj:i = EJ.- B}kqk, so c3 = ~ T , j ' l j c j 3 = ~ Y , j k BjkQjlk and
 ( M - 1 ) j 3 = c J l C j 3 which gives the result. •
 The problem has now been reduced to solving the isomonodromic deformation problem for the connection
 E BjkgkEj
 <K E B)k<lk<h (5.3)
 This equation has four regular singular points at the four roots of the quartic
 £ % - < ? F C ( C K ; ( O = 0 .
 The general problem of this type is only solvable by using Painleve transcendants, but <is we shall see next, the monodrorny grouj) for our particular example is simpler and leads to an explicit solution. We simplify the calculations by using 3-dimensional vector notation instead of Lie brackets for SL(2, C). If we write bi = Y , B,jqj, then a covariant constant section of the adjoint bundle is a vector-valued function v which satisfies
 dv b x v
 The quadratic q(C) is a nonvanishing holomorphic section of C 3 ® 0 ( 2 ) and so defines a holomorphic subbundle isomorphic to 0 ( - 2 ) in the trivial bundle CP1 x C 3 .
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 P r o p o s i t i o n 5 . 2 The line bundle generated by q(C) is presented by the connec-tion (5.3).
 P r o o f We have ^ = ( 2 < , 2 t < , - 2 i ) = p x q (5.4)
 where p = ( l , i , 0 ) , and is the unique null vector satisfying (5.4). Note that p q = 2. Hence
 e/q b x q ( „ b \ - 7 7 - 2 — — = p - 2 - X q . dC, b q V b <1 J
 But (b x q) x q = ( b • q)q - (q • q ) b = (b • q ) q
 since q is a null vector, so
 ^ - 2 ^ ) x q = ( p q - 2 ) q = 0 . dC, b • q )
 Thus the holonomy preserves the line bundle. We know therefore that there exists a 1-form 0 such that
 dC, b • q
 We can find 0 by taking the dot product with p, using
 p • q = 2 and ^ • p = (p x q) • p = 0 .
 We obtain
 tf=_(bxqLp b q
 The holonomy preserves a rank 1 null (and hence nilpotent) subbundle in a trivial sl(2) bundle. As a representation in SL(2, C ) this means that the holonomy is upper triangular—in a fixed Borel subgroup. Near the poles, the holonomy is determined up to conjugation by the residues of the form a - 1 (at. least in the general case where the eigenvalues don't differ by an integer). Since the line bundle is always preserved, and has connection form given by 0, the eigenvalues of the local holonomy are exp(±2iri'A) where A is the residue of 0 at the singularity. To find this local holonomy, it is convenient to write 13 = A + S where A is skew-symmetric and S symmetric. Thus
 b = c + a x q
 for some vector a where c.i = ^ S^t/j. It follows that b q = c • q. Wc can then write 0 from (5.5) as
 = (c x q) • p -I- ((a x q) x q) • p = [ c ,p ,q ] _ ^ a q c • q c • q c • q

Page 40
                        
                        

24 N Hitehin
 T h e singularities are s imple poles and occur where c • q = £ S,jq tqj = 0 so s ince
 (C • q) ' = 2c • q ' = 2c • (p X q )
 the residue is 1 a q ,r .
 A = ô ~ Ï T • ( 5 - 6 ) 2 [ c , p , q ]
 • One consequence of this is the following:
 P r o p o s i t i o n 5 . 3 The hypcrcomplex manifold defined by the evolution equations
 is hyperkahler if and only if the residues of 0 are all equal to 1 /2 .
 P r o o f From Proposition 4.5, the structure is hyperkahler if and only if D is
 symmetric , equivalently a = 0. So first suppose a = 0, then from (5.6) the
 residues are all 1/2. If conversely they are all 1 /2 , then a q ( £ ) = 0 for each pole
 C = Ci But
 det
 / 1 + Ci -i + X'ï ~ 2 i Ç i \
 i + c l - t + ¿ c ! -2?C2
 \ 1 - I - C ? + - 2 K i /
 = - 4 ( C i - < 2 ) « 2 - C3)(C3 - Cl)
 so if the ( , are distinct then a = 0. Note that since we are describing a mero-
 morphic connection form on a line bundle of degree - 2 the sum of t h e residues
 is always 2, so any three determine the fourth. •
 With this result we can see how solving Halphen's equations requires elliptic integrals. Since each residue is 1 /2 , the local holonomy is ± 1 . This means that if we take the double covering of C P 1 branched over the four singular points and pull back the connection, the local holonomy in the adjoint bundle is trivial, and so the connection has holonomy determined by the abelian fundamental group of the elliptic curve, and can be evaluated explicitly. In Hitchin (1995) this proce-dure is carried out in a more general context . T h e calculations there are not far removed from what we shall do next, but it turns out that we need liypergeomet-
 ric functions rather than elliptic functions to solve the isomonodromic problem where B is not necessarily symmetric .
 G Holonomy and hypergeometric functions Removing four points from the 2-sphere C P 1 leaves a noncompact surface £ which retracts to a wedge of three circles. Its fundamental group is free on the three generating loops, and so the holonomy of a connection of the form we arc considering consists of taking three matrices
 / Ui v, \ ( ¿ = 1 , 2 , 3 ) .
 V 0 ur1 /
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 The diagonal entry u, = cx|>(27tiA,) whore A, is the residue calculated in (5.G). Isoinonodromic deformations consist of variations of the connection as a func-
 tion of the four singular points which lix the holonomy up to conjugation. Now suppose u i , U2, U3 are fixed—this can be read ofi as an algebraic condition on the connection by calculating the residues. By conjugation we can, in the generic case, make v\ = 0 and v2 = 1. There remains then a single parameter to determine the holonomy.
 There is a more invariant way of seeing this parameter. Fixing the u, fixes a flat line bundle L on the punctured sphere, associated to the homomorphism
 (u v
 0 u ~ l
 from the upper-triangular group to C*. The sheaf of locally flat sections of L defines a local coefficient system C, and the off-diagonal terms in the represen-tation define invariantly an element of the cohomology group / / ' ( £ , £ 2 ) . If the uf are nontrivial, then / /"(£,<C2) = 0 and since the Euler characteristic of £ is —2, we have
 d i m / / ' ( £ , - C 2 ) = 2 .
 A change of basis in C 2 has the effect, of multiplying the cohomology class by a scalar, so that the parameter which determines the holonomy is geometrically a point in the projective line:
 P ( / / ' ( £ , , C 2 ) ) .
 In the language of connections we are trying to describe equivalence classes of fiat connections A 011 an extension of line bundles
 L V L'
 which preserve L and a skew form. If d[, is the covariant exterior derivative of the induced connection 011 L, then just as holomorphic extensions are classified by elements of the Dolbeault cohomology group / / ' ( £ , 0 ( L 2 ) ) , fiat extensions dA are classified by de l iham cohomology classes in Hl(E,£2) determined by using the connection d 2 t on L 2 instead of the Dolbeault operator D2 l-
 To describe the class, suppose that u is a nonvanishing section of L and v is a section of V such that (u,v) = 1. Then since L is preserved by the connection
 d,\u = di;u — 7?i and d,\v = au -f- fiv
 for 1-forms a,0,7. In f<u:t the line bundle L 2 C End V is preserved by the connection, so 27 = 0. Now
 0 = d(u, v) = 7 + (3
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 so, knowing the flat connection on L, which is the 1-form 7 , it is s imply a which determines the connection on V. If we make a different choice v instead of v,
 then v — v + fu, and
 UaV = au - Ov + df 11 + f f u = O u - f ( v ) + (df + 2 / 7 ) 1 1 .
 T h u s if (Iav = au - 7«
 or = a + d2if
 and rt or o represent the same flat cohomology class of the extension in H1 (E , -C2).
 To describe explicit ly such elements, take a € i l ' ( E . Z / 2 ) with d2loi = 0. Restricted t o a generating loop f \ , //°(r,,jC2) vanishes and since the Elder characteristic vanishes too, so does / / ' ( r , , / C 2 ) . There is thus a unique / , € n ° ( E , L 2 ) such that a = d 2 i j t . Fixing a point p S E and a trivialization of I2
 at p,
 ( / i ( p ) - / 2 ( p ) , / i ( p ) - / 3 ( p ) ) 6 C 2
 represents the cohomology cliuss. Indeed, clearly replacing a by a + d 2 i j changes
 / , to / , + f and leaves this unchanged. If we apply a gauge transformation <7,
 then ft(p) g2(p)f,(p), so the projective ecjuivalence class is invariant and we
 can write it explicit ly as
 / . ( P ) - HP)
 MP)-MP) (6.1)
 This number precisely describes the monodromy of our connections, and an isomonodromic deformation is one for which this remains constant.
 We now put this approach into effect for the connection in the adjoint repre-
 sentation given by (iv b x v
 d,iv = — - 2- . dQ b • q
 In the above notation, L 2 c s((2) is the subbundle preserved by the connection,
 and of which q is a nonvanishing section on C / 5 l \ { o o } . T h u s
 da b x q , d2l,q = - 2 - = 2 7 q = 0 q .
 <K b q
 Now |)<iss to the 2-dimensional sj)in representation. T h e adjoint represen-tat ion of SL(2,C) is the symmetric square of this representation and if ip 1, 4>2
 form a symplect ic biisis of C 2 then ((ip2 4- ip%)/2, i(xl>2 - rp2)/2, iipitp2) forms an orthonormal basis in the adjoint representation. In particular, if u = ( 1 , 0 and v = (0 ,1 ) , then
 u2 = q, v2 = p , uv = (C, ¿C, ~i) = ^ P X q
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 FVom this, u generates the subbundte L C C P 1 x C 2 , and with v = (0 ,1) forms a basis with ()/, v) = 1 as above. With this relationship between the two representations, we obtain d,\v2 — 2 a u v — fv2 and so
 „ b x p d,ip = - 2 — = a p x q - 7 p .
 b q
 Taking the dot product with p x q gives
 At this juncture we should pause to understand how the isomonodromic defor-mation problem is to be described. The connection has simple poles at the four roots of b • q = c • q = 0. Geometrically, if we pass from C 3 to the projective space CP2, q traces out the standard conic z2 + z% + z2 = 0 and then the four points of intersection with the conic £ Btjztzj = E Sijzizj — 0 a r o the four sin-gular points. These determine the pencil of conics, but only determine S up to addition of tl for some t. The residues of 0 at the singular points are determined, as in the proof of Proposition 5.3, by the skew part a of the matrix D. Thus if we fix the singularities and their residues, B is uniquely determined modulo an overall scale and addition of a multiple of the identity. The effect of changing B to B + tl changes b to b 4- £q and so from (6.2) changes o to
 For an isomonodromic deformation, fixing the projective cohomology class of a in P (W' (E , /C 2 ) ) expresses t as a function of the four singular points. To do this explicitly, however we must depart from the general terminology and normalize our connection.
 We therefore make a projective transformation of C P 1 so that the singular points are 0 ,1 , x, oo. By a gauge transformation we may still assume that the line bundle L is spanned by ( 1 , 0 , k»t now
 We have as before d,\u — 7 u and d,\v = au — 7?;. Now since ( = 00 is ¡1 simple pole of the connection, the connection matrix relative to the constant basis (1 ,0) , (0 ,1 ) vanishes at infinity. But
 (6.2)
 2
 dA( 1 ,0) = dA(u - = (7 - <cv,2<7 - C'2« - <*0 •
 If this vanishes at infinity, then f.v is of the form
 (6.3)
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 where A = a + b + c - 1. T h u s B is the parameter to be determined by the holonomy.
 To do this, recall that we need to find around each generating loop T, the unique single-valued solution to the equation dAf — a , or in our explicit terms,
 df f a b c \ , A ( ( j - x ) + B
 A C - M - x )
 Choosing a base-point p this is solved by
 ' F i 0 - ' ( i -Jp + B I t . a - l ( l - l ) b - l ( t - x ) c - l d t + C
 where C = f ( p ) is to be determined so that / is single-valued. In our situation, we can take x real and x > 1 and p G (0 ,1 ) . Then performing the integral around the first loop I V the contour passing from £ = p to £ = 1 below the real axis, and returning above—we find f \ is single-valued if
 C = f1(p) = -A f ta~l(t — l)b-1(i — x)cdt - B f t*~l{t- l)b~\t-x)c~ldt. J 7> J p
 Evaluating the other integrals similarly, we obtain the constant k which deter-mines the holonomy as in (G.l)
 , = h(p) ~ / 2 ( p ) = Ah+ Bh MP) - hip) AJ\ + B.12
 where the integrals I i , I 2 , Ji , .J2 are
 Ix= f ta~x(t-\)b~x{t-x)cdt, I 2 = [ t"-l(t-\)b~l{t-J 0 J 0
 x)c~xdt = --^p-c dx
 and
 Ji = R t a - \ t ~ i ) b - i { t - x ) c d t , J2= R t a - \ t - i \ b - i ( t - x ) c - i d t = - - ^ - . J1 J1 c dx
 Thus, fixing the constant k to determine an isomonodromic deformation, the coefficient B is defined by
 B~l = -4~ ln(7 - kJ)
 where -1
 I = J t " - \ t - l ) b - l { t - x ) e d t and ./ = J* i a - 1 ( t — l ) b - 1 ( i — x)cdt.
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 Since the hypergeometric function is defined by
 - f i m h ) J! " ' r " " ( 1 "
 it is clear that I (and after a change of variable J) can be expressed in terms of hy-pergeometric functions. In the general context of self-dual conforrnal structures defined using Painleve transcendants (Hitchin (1995), Maszczyk el al. (1994)), the solution ij(x) to Painleve VI is determined by the value of at which the connection form has a common eigenvector with the residue at infinity. Since the line bundle ( 1 , 0 is preserved by the connection, v = (0 ,1) is an eigenvector at infinity and dAv - au — -yv so that we seek the value of ( at which a = 0. From (6.3) this is when ( = x — B/A so the solution to the Painleve equation is
 » < * > = * + 7 ^ r r x + ( H i - u ) y -
 R e m a r k s 1. Solutions of Painleve's equation involving hypergeometric func-tions have appeared in Okainoto (1987) and elsewhere. In Okamoto's formalism the condition a + b + c— A = 1 places his set of solutions on the wall of the Weyl chamber. For us, it is the statement that the connection preserves a line bundle of degree — 1.
 2. In the hyperkahler case we saw in Proposition 5.3 that « = b = c = 1 /2 . Thus the integrals I\ and / 2 are the elliptic integrals
 . { t ~ x ) dt, I2= [ 1 -.dt y/t(t ~ l)(i - X) J0 \f t.(t - 1 )(t - X)
 which evaluate in Weierstrassian terms to be 2(-7/ i + (1 — 2 i )u; i /3 ) and 2u)\ respectively. The integrals .71, ./2 arc obtained by integration around another cycle in the elliptic curve: we replace u \ , i i \ by In this form the solution coincides with that produced in Hitchin (1995), which is another way of writing Halphen's solution.
 Retracing the steps from this solution to find the matrix BtJ, or the hyper-complex manifold X , is a task I leave to the reader. What global properties one seeks arc unclear. Certainly we arc unlikely to find compact examples, since according to Boyer (1988), hypercomplex ones are confined to tori, Hopf surfaces and I<3 surfaces.
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 Gauge Theory in Higher Dimensions"
 S. I<. D o n a l d s o n a n d R . P . T h o m a s The Mathematical Institute, Oxford
 1 Introduction T h e interaction between geometry in the adjacent dimensions 2 . 3 and 4 is a theme which runs through a great deal of the work by mathematicians on gauge theory over the past few years. In this article we will examine the possibility of developing this theme in higher dimensions. We will find extensions following two intertwining threads. One thread, which we say more about here, replaces real variables by complex variables, and hence operates in complex dimensions 2 , 3 , 4 . T h e other thread involves, from one point of view, replacing the quater-nions by the octonians, and operates in the realm of manifolds with "exceptional holonomy". T h e picture we will find pulls together various ideas which have been touched on in the literature but the striking analogies which emerge do not seem to be well-known. Our treatment will be informal throughout this article—our main aim is to advertise the potential for research in these directions. A great deal of technical work is needed to develop these ideas in detail, and a more thorough and wide-ranging account of the Calabi Yau story will appear in the D.Phil , thesis of the second author. The first author would like to emphasise the debt due to other mathematicians in forming parts of the picture described here; particularly Dominic Joyce, Simon Salamon and Christopher Lewis for lessons on exceptional holonomy. A substantial part of this picture is essentially due to Joyce and Lewis, and again futher details will appear in the doctoral thesis of Lewis.
 2 The familiar theory Let us begin by reviewing very briefly, ignoring many important technicalities, the sort of ideas and structures in gauge theory that we wish to generalise. These involve gauge theory, with structure group a compact Lie group (which we may wish to take to be SU(2) or S O ( 3 ) in a detailed development) over differentiable manifolds of dimensions 2 , 3 , 4 , all of which have definite orientations. It is convenient to focus on the intermediate dimension 3, where we have the well-known theories of Casson and Floer. If Y r is a compact 3-manifold, the Chern-Simons functional gives a map CS : 13(YR) —* R / Z where 3 ( Y R ) is the infinite-dimensional space of gauge-equivalence classes of connections on a fixed bundle
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 over YR. Tlu; derivative of CS is then given by the curvature of a connection, regarded as a 1-forni on 'B(YR), through the formula:
 and so the critical points are the Jlat connections. We assume for simplicity that CS is a generic function, so the critical points are non-degenerate and in particular isolated. The Casson invariant of YR is given by counting, with signs, the Hat connections. It can be interpreted, formally, as the Euler characterist ic of the infinite-dimenional space 'B(YR). The Floer homology of YR is defined by fixing a metric on YR, and hence on 'JJ(YR). This allows one to define the gradient vector field of C S ; the integral curves of the gradient vector field connecting different critical points give, in Floor's celebrated construction, a chain complex which computes the Floer homology. T h e homology groups do not. depend on the metric and are formally the homology groups of 'B(Yr ) in "semi-infinite dimensions".
 The four-dimensional view-point on these ideas comes from the fact that the gradient How equation for CS is precisely the Yang-Mills instanton equation on Y r x R: thus the pointwise symmetry group SO(3) of the three-dimensional theory has a surprising extension to SO(4) (related to the Lorentzian invariance of Maxwell's equations). More generally, if YR is the boundary of a 4-manifold X R one gets an interaction between the instanton theory on X r , made into a complete manifold by adjoining an infinite cylinder, and the Floer theory on YR.
 To go down to two dimensions we consider a splitting of the 3-manifold, YR = YR USRI Y,^, by a surface .S'R C YR. The moduli space M ( S R ) of flat connections over t h e surface .S'R is, roughly speaking, a finite-dimensional manifold with an intrinsic symplectic structure induced by the formula:
 where a and b are bundle-valued 1-forms over S'R representing tangent vectors to A/( .S 'R ) . NOW w e c o n s i d e r t h e s u b s e t s L+, L~ C A/( .S 'R ) g i v e n b y t h e c o n n e c t i o n s
 which extend over YR . These are Lagrangian subrnanifolds of A/(.S'R) and the flat connections 011 YR appear as the intersection points L+ n L~. (This is the point of view Casson took in his original definition.) The instantons in four dimensions are more elusive in this picture but they are related to the holomorphic discs in A/(S'R) with boundary in the L±. (Here one chooses a metric 011 SR, which makes A / (SR) into a K aider manifold.) This is the essence of the "Atiyah Floor conjecture", versions of which have been proved by D. Salamon and others (Dostoglou and Salamon 1994). T h e main point is that if T is another surface the "adiabatic limit" of the instanton equations 011 the product S r x T, as the metric in the S r direction is scaled down, can be identified with the holomorphic mapping equation for maps from T to A/(S'R).
 (2.1)
 (2.2)
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 3 The complex analogy In elementary terms, our procedure for extending the ideas sketched above is to replace ordinary derivatives jß-, where xa are real co-ordinates, by Cauchy-Riemann operators , where zn are complex co-ordinates. The important role played by orientation in the real case leads to the need for a "complex orientation"—a trivialisation of the canonical line bundle. Thus the geometrical setting for our discussion involves Calabi Yau manifolds. From the point of view of analysis the crucial thing is that the ordinary derivative ^ 011 R and the Cauchy Riemann operator 011 C are both ellipic operators, so behave in rather similar ways.
 We begin then in complex dimension 3 with a compact Calabi-Yau 3-fold Y, so there is a nowhere degenerate holomorphic form 0 6 i>-,-°(Y). We sometimes want to suppose that Y is Kahler, and so admits a Kähler-Einstein metric with holononiy SU(3). Fix a C°° complex vector bundle E over Y and let A be the space of 9-operators 011 E: that is differential operators:
 T)n ->Sl°-l(E) (3.1)
 satisfying the usual Leibnitz rule. Any two elements of A differ by a tensor in i l 0 , 1 (End E). If E has a fixed Hermitian metric these 9-operators may be identified with unitary connections, by projecting to the (0,1) part. We consider the action of the complex gauge group 5° of general linear automorphisms of E, which act on A by conjugation. Thus we have a quotient space Gg = A/Sc. This definition should not be taken too literally: we know very well from other problems that issues involving "stability" arise in forming such quotients, and we may wish to restrict attention to a suitable set of stable points in A. In particular we may employ the well-known framework involving the comparison of symplectic and complex quotients and. having fixed metrics, work with the quotient of the space of connections whose curvature satisfies a moment map condition F .u = 0 (where u> is the Kiihler form), by the group 9 of unitary automorphisms of E (see De Bartolomeis and Tian 15)90, for example). However for the present we shall ignore such technicalities and imagine that Qt: is an infinite-dimensional complex manifold. Now any operator da <E A prolongs to the E-valued (0, q) forms, and the composite dQ defines a tensor in fi0,2(jEndE). If we identify the operators with connections, this is just the (0,2) part of the curvature, so we denote it by F0,2(a). Then we define a complex 1-form U 011 the space A by
 Ua(6a) = J T r ( t e A F°-2(a)) A 0. (3.2)
 Here a is a point in A and 6a is a tensor ¡11 f i 0 , l ( E n d E ) , regarded as a tangent vector to A at a. The analogy with the case of connections over 3-manifolds will be clear to the reader. Just as in that case one shows that U descends to the quotient space C& and defines a closed 1-form, so is locally the derivative of a complex-valued function <I>. The new feature in our present case is that
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 «1» is a liolomorpliic function on t.lu; complex manifold C/j. Wo can identify <I> more explicitly: if we regard 71 :is a space of connections then it is just given by pairing the Chern-Simons invariant with the holomorphic form 0. In any event we get a well-defined function on a covering space of C/;, with covering group at most H3(Y\Z)—for our current exposition we will largely ignore this covering issue. Now the main point is that, just as in the Casson Floor theory, the critical points of <I>—the zeros of the 1-form U have a solid geometric meaning. They
 2 are just the operators satisfying the integrability condition da = 0, that is, those which endow E with a holomorphic structure. Clearly then we should hope that "counting" the holomorphic bundles of a fixed topological type over a Calabi-Yau manifold Y will yield an invariant which can be regarded as analogous to the Casson invariant of a 3-inanifold.
 Some remarks are now in order. First, the point of view above Ls very close to t he discussion by Witten (1995, Sec 4.5), which is aimed more at an analogy with the Chern Simons theory on 3-manifolds, involving integration of the exponential of the Chern Simons functional. Second, a lot of work would need to be done to give precision to these ideas. For example one would expect to bring in a
 . suitable notion of stability, as mentioned above. One would ha%'o to deal with the problem that the zeros of the 1-form U may be degenerate, i.e. the situation is not. generic, and consider suitable perturbations, or appropriate methods of counting degenerate zeros. One would need compactness results to ensure that counting gave a finite answer. However, at least as far as the "local" discussion goes (in the space of connections) one can take over much of the usual Fredholm-theory analysis (Taubes 1990) from the usual 3-manifold case to this complex setting. T h e setting for the local analysis in the ordinary case is the de R.liam complex
 fii J -> tf J L SI3, (3.3)
 coupled to the flat connection on the adjoint bundle. In the holomorphic case we get the Dolbeault complex
 i20 , 0 i l0 '1 n'}>2 X ft0'3 (3.4)
 coupled to the endomorphism bundle. The point is that these are both elliptic complexes. As far as compactness goes, one knows at least that the L2 norm of the curvature of a Hermitian-Yang-Mills connection over a compact Kahlcr manifold of any dimension m is fixed by the topology of the bundle. This follows from the Chern-Weil theory and the identity:
 \F\'2ujm = -Tr(F2) A um~2 (3.5)
 for curvature tensors F of type (1.1) with F.UJ = 0. A third remark is that, while the tight analogy with the Casson theory is restricted to Calabi- Yau manifolds, one may try more generally to approach the integrabilty equations F0,2 — 0 (or what is more or less the same, the Hermitian Yang Mills equations for unitary
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 connections) from the point of view of nonlinear Fred holm theory. The problem is that the equations are overdetermined in complex dimension 3 or more. This difficulty is not so serious in a situation where one knows that all the higher dimensional «»homology groups H'(EndoE), for all the relevant holoinorphic bundles E, vanish for i > 3. Here Endo denotes the trace-free endomorphisms. From this perspective the good feature of a Calabi Yau 3-fold is that the co-homology group Hi(EndaE) is dual to H°(End0E), which vanishes for stable bundles E.
 We now go up to complex dimension 4, beginning with the product C x Y. Here we fix a Kahler-Einstein metric on Y and a metric on E, so that A gets an induced Hermitian L2-metric. Thus the complex cotangent vector U is dual to a tangent vector U. We would like to consider a "complex gradient equation", in parallel with Floer's theory. Some subtleties are involved, however, because the complex gauge group 3' does not preserve the vector field U, so there are different ways to proceed. On the one hand we could consider a map a(z) from C to A which satisfies the equation
 % - V . , 3 , ,
 On the other hand we can consider the complex quotient e = A/§c which (mod-ulo questions of stability) is identified with the symplcctic quotient {F.ui = 0 } / S , and in this way get an induced Kahler metric. The vector field U on A induces a vector field U on C, and we can consider a map a(z) from C to C satisfying
 I - <"> We want to interpret these constructions in terms of gauge theory over C x Y. Observe that on any n-diinensional Calabi Yau manifold we have complex antilinear maps *„ : í í 0 , 9 —»íl°-n~q defined by the condition that the (0, n)-form a A » „ o is | a | 2 times the conjugate of the complex volume form. The vector field U can be identified with *¿F°'2, defined by combining the above operation on the form component with the antilinear adjoint map on EndE.
 Now move to 4 dimensions. If X is any Calabi-Yau 4-fold we have : íí%2 -> i f / with *'i - 1, so we get a decomposition f)":2 = ft"'2 © into ± 1 eigenspaces. (It is important to realise that these are real, not complex, sub-spaces. In terms of representations, what we are saying is that the representation A 0 , 2 of SU(4) is a real representation. Notice also that multiplying the complex volume form 0 by a complex scalar gives a different splitting.) This decompo-sition of the forms means that there is a "complex anti-self-duality" equation for unitary connections over X: F+" = 0. This equation has been found and studied independently by Lewis. Putting the pieces together, in the first setting of a map from C to .4 we define a connection over C x Y with zero components
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 in the C direction and one sees that solutions of (3.0) correspond to connections over C x V which satisfy the two equations
 r F°-2 = o { K O = o , <3-8)
 where F.UJC is the component of the curvature in the C-variable. In the second setting, of a map from C to C. one finds that the solutions of (3.7) correspond to solutions of the two equations
 i F°'2 = 0 { RuJy = 0. <3"9>
 On the other hand, over any Calabi-Yau 4-fold X the natural supplement to the anti-self-duality equation, as studied by Lewis, is F .wx — 0. We say that a unitary connection over X is an SU(4)-instanton if it satisfies the two equations
 - 0, F.UJ.v - 0. These are elliptic equations, modulo unitary gauge equiv-alence. Notice that (when A' is compact) Hermitian Yang-Mills connections on stable holoinorphic bundles give examples of such instantons. Lewis has shown
 "that if a certain characteristic class condition is satisfied then these are the only solutions. Moreover there is in any case an L"' bound on the curvature of an Sf / (4)- instanton, coming from an identity like (3.5).
 In the case when X = C x Y we can write the SU(4)-instanton equations as
 i F02 = 0 < r, + ' n (3.10) \ F.UJc + F.ujy — 0. K '
 These three equations (3.8), (3.9) and (3.10) all fit into the continuous family F+'2 - 0, tF.u>c + (1 - t)F.ujy = 0 (0 < t < 1), and, supposing that this family is well-behaved, the solutions of the three equations are more-or-less equivalent (at least in regard to topological "counting" of the solutions). The advantage of the intermediate equation (3.10) (or, more generally, the equation for any parameter t. with 0 < t. < 1) is that it is elliptic. Clearly the existence of these different equations has to do with different ways of dealing with the gauge invariance of the problem and we can think of (3.10) as a régularisation of the extremes (3.8), (3.9).
 Now we can carry through the discussion above replacing C by any Riemann surface with trivial cotangent bundle, and in particular by R x Sl. The conclu-sion we are finally led to is that the 5C/(4)-instantons over R x S1 x Y which converge to Hermitian Yang-Mills connections on holoinorphic bundles E+, E~ at ± o o in the R-variable play the role of complex gradient curves for the holo-inorphic Chern-Simons functional, in the same way that instantons over tubes are viewed as gradient curves in Floor's theory. In Section 8 below we shall re-turn to discuss the topological interpretation of these complex gradient curves; we shall see there that the solutions which are invariant under rotations in the S'1-variable have a particularly simple interpretation and it is worth noting now
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 that for rotation-invariant connections the three equations (3.8), (3.9), (3.10) are all directly equivalent since F.uc=0.
 4 Exceptional holonoiny There is a remarkable feature of these SC/(4)-instanton equation, which leads us to the second thread mentioned at the beginning of this article. This thread gives us, in some ways, a more direct generalisation of the familiar 3 and 4-dimensional picture. (Much of what follows was explained to the first author by Dominic .Joyce: a general reference for exceptional holonomy is Salamon (1989).) Consider the 8-dimensional, real, spin representation V of Spin(7), and the standard embedding of Spm(G) in Spin(7). There is an exceptional isomorphism between Spin(6) and SU(4), so we get an embedding of SU(4) in Spin(7), and under this embedding V becomes the fundamental representation of SU(4), of complex dimension 4. This means that, a Calabi-Yau 4-fold, with holonomy group SU(4), furnishes an example of an 8-manifold with an integrable Spm(7)-structure, where Spin(7) acts via the spin representation. Now the second exterior power A 2 V splits under the Spin(7) action into two irreducible pieces, a copy of the adjoint representation (given by the infinitesimal action on V), and a complement, H say, of dimension 7. Restricting to 5'í/(4) C Spin(7), the representation H splits into
 So we conclude that the SU(4)-instanton equation F"'2 = F.w = 0 has a further symmetry under Spin(7): it is just the condition that the II component of the curvature vanishes, which makes sense on any manifold with a Spm(7)-structure. (So we will also refer to the equations as the .S'piii(7)-instanton equations.) This is rather similar, although the similarity does not seem to fit. into the general pat-tern of this article, to the way in which the Hermitian Yang Mills equation on a Kahler surface (with holonomy U(2)) is just the ordinary instanton equation, and as such makes sense on any oriented Riemannian 4-manifold (with holon-omy ¿'0(4)) . Higher dimensional versions of the instanton equation have been discussed by various authors (see Corrigan et al. 1983, Ward 1984, Fubini and Nicolai 1985, for example), and these Spin(7)-instanton equations are part of a general theory developed by Salamon and Reyes-Carrion (Reyes-Carrion 1997).
 We may also take these ideas over to seven real dimensions, and the ex-ceptional holonomy group G2- Let, us start on a different tack, and consider a compact oriented n-manifold N furnished with a closed (71 3)-form o. Then we may consider a functional on the space of unitary connections 011 a bundle over N defined by the closed 1-form
 / / = Rw © A°'2. (4.1)
 (4.2)
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 following the notation of (1). The critical points of this functional are the con-nections with F A A = (I. Linearising the t heory leads to a complex which is a bundle-valued version of:
 fi?v — > ^ n j , - ' (4.3)
 The condition that this complex be elliptic is an algebraic condition on O at each point which (choosing a metric) essentially comes clown to the condition that *o defines a non-degenerate skew-symmetric cross-product TM x TM —» TM. As is well-known, this leads to an almost complex structure on the (n — 1) sphere, and can only exist in dimensions n = 3 ,7 , where the algebraic models are the cross-product on the imaginary quaternions and octonians. The first case is the ordinary Floer theory. The second case operates best when we have a 7-manifold with holonomy G a n d *rr is the fundamental covariant constant 3-form, which can be taken as the definition of the structure. In this situation one gets an 1/ bound 011 the curvature, by an identity similar to (3.5). In sum then, 011 a manifold N with a GVstructure. we have the basis for a Casson Floer-type theory, in which the role of the flat, connections is played by the solutions of the equation F HO = 0. The corresponding gradient lines are just the solutions of the Spin(7) instanton equation 011 the manifold N x R (which has a Spin(7) structure, corresponding to the natural inclusion G2 C Spin(7)). This picture interacts with the previous one, when we consider N = Y x Sl, where Y is our Calabi-Yau manifold with holonomy SU(3). For a general G2 manifold, and a bundle E —» N, one could expect to have a Casson invariant, and a Floer homology theory which bears the same relation to the 5pin(7)- instantons 011 a Spin(7) manifold which is asymptotic to a tube N x [0,00), as in the ordinary case of three and four dimensions.
 5 The two-dimensional picture We now return to the complex geometry strand of Section 3, and view things from the standpoint of complex dimension 2. Let 6' be a compact Calabi-Yau surface (so either a torus or a K3 surface), and let M(S) be a moduli space of vector bundles over S (as usual, we ignore niceties involving stability). In favourable cases at least, this is a complex manifold with a complex symplectic structure due to Mukai (1984). The tangent space of M(S) at a bundle E is the cohoinology group / / ' ( E n d E ) and the symplectic form is given by the cup product Hl <g> / / 1 —» If 2, composed with the trace pairing End E ® End E —> C and the evaluation map H2(0) = II2(Ks) —> C. More explicitly, if tangent vectors are represented by bundle-valued (0,1) forms, the symplectic form is given by a formula analogous to (2):
 (a, b) = J TV (a A b) A 0S . (5.1)
 Now suppose that S is embedded in a compact complex 3-fold Y + , and that it is cut out ;is the zero-set of a section of the anticanonical bundle Ky+
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 (i.e. there is a mcroinorphic 3-form on Y + with no zeros and with a simple pole along S—in this situation the adjunction formula forces S to be a Calabi-Yau surface). We consider a moduli space L+ of holomorphic bundles over Y +
 of the appropriate topological type, and the map from L+ to M(S) given by restriction of bundles. It is an observation of Tyurin (1990) that the image is (roughly speaking) a complex Lagrangian submanifold of M(S), with respect to the complex symplectic structure. At the level of tangent vectors, the situation is described by a portion of the long exact sequence associated with the restriction map, for a bundle E over Y + :
 H\Y+,EndE®Ky< ) Hl(Y+, EndE) -» Hl(S, EndE\s) —
 -> H2(Y+,EndE®KY+) — H2(Y+, EndE).
 The key thing is that this exact sequence is its own transpose with respect to Serre duality. This is a standard general fact about duality in complex geometry: if one works with Dolbeault. cohomology it essentially comes down to the fact that l / z is a fundamental solution for the ¿^-operator over C. We suppose that the final term is zero: which is roughly speaking the assumption that L+ is smooth and of the proper dimension. Then the first term also vanishes and we get a short exact sequence
 0 -> TL+ - TM(S) -> T'L+ -> 0,
 self-dual with respect to the symplectic form on TM(S), and this just expresses the fact that TL+ maps to a Lagrangian subspace under the restriction map.
 We want next to consider the analogue of the Lagrangian intersection picture for the Casson invariant in the real case. Suppose that the same surface S is embedded {is an anticanonical divisor in another compact 3-fold Y ~ . Then we can form a singular space with a normal crossing singularity by gluing together the two copies of S: Yo = Y + U.v Y . Then we may consider deformations of Yo in a family Yt such that Y, is smooth. This is a standard kind of deformation problem, to which an extensive theory can be applied (Friedman 1983). Locally around S, the picture can be modelled within the total space of the bundle i/+ © i/_ over S, where i/± are the normal bundles of S in Y ± (which are the restrictions of the anti-canonical bundles). For any section e of the line bundle i/+ ® ¿/_ over S the equation s+s- - e cuts out a 3-dimensional subvariety Vc
 of the total space. Here .s:i: are tautological sections of the lifts of //* to the total space. The double-crossing space Y0 is modelled on V(). If we can choose e to have transverse zeros (forming a smooth curve Z in S) then V( will be smooth. If appropriate obstruction spaces vanish we can extend this local model to a 1-parameter family of deformations of the whole space, modelled near 5 on V/,. Even if Z has simple nodes, so that V, has double points, we can get a family of smooth manifolds by making small resolutions (which will change the topology). A particular example of this comes if e is the product of sections e + , e ~ o f , so that Z = Z+L)Z is a reducible curve. Then we can proceed
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 in another way, in which the topology of tin; construction is rather transparent. We blow up y + along Z+ and Y~ along Z~ to got new 3-folds Y ' , Y . The proper transforms of S , which we denote by the same letter, in these manifolds have trivial normal bundles, and the smooth 3-fold we seek to construct is given, topologically, by cutting out tubular neighbourhoods of S in Y Y and gluing together the resulting boundaries, each of which is a product of S with a circle. 11 is particularly easy to see in this case that the canonical bundle of the manifold Y we make by deforming will be trivial, and in fact this is true for any e. (A useful example in lower dimensions to have in mind comes by taking the rational elliptic surface- -the projective plane blown up in nine points of intersection of two cubics. A fibre of the elliptic fibration is an anticanonical divisor and the fibre sum of two copies of this manifold yields a I<3 surface, with trivial canonical bundle.)
 Now a holomorphic bundle over the singular space Yo is given by a pair of bundles E+, E~ over Y + , Y ~ , which are isomorphic over S. Thus, ignoring questions of stability, etc., these holomorphic bundles correspond to intersection points of i / + , L " in A f { S ) . The general idea should now be clear: we want to regard these Lagrangian intersection points as a limit of the holomorphic bundle moduli space on the smooth Calabi-Yau manifolds Y( as the complex structure degenerates. So, for example, we would hope that the putative "holomorphic Casson invariant" should go over to the intersection number of L+,L~ in M(S).
 6 Adiabatic limits and dimension reduction Here we consider briefly the analogue in the complex case of the link between holomorphic maps into the real moduli space M(SR.) and ordinary instantons in four dimensions. To do this we take the product X = T x S of two Calabi-Yau surfaces (tori or K3 surfaces). This is a manifold with holonomy S P ( l ) x Sp( 1) c SU(4). We have simultaneous actions of the quaternions I,./, K on the tangent spaces of T and S . It is well-known that the moduli space A / ( S ) — viewed as a moduli space of instantons—has an induced hyperkahler structure, so the quaternions also act on tangent vectors to M(S). Now consider the SU(4)-instanton equations over the product, but with the metric on S scaled by a small factor £. We can decompose the curvature F of a connection over the product into three pieces Fs G A2(T'S), Fr e A 2 (T*T) , FST <E A ' T ' S ® A ' T T . The SU(4)-instanton equations then break up into two parts: one part is
 F Z = c F $ , (6.1)
 which makes sense since the bundles of self-dual forms on S, T are trivialised, and the other part is
 *(Fst) = 0, (6.2) where 7r is the projection from A ' T ' S ® AirT'T to A®'2. The second equation (6.2) does not involve c. If we naively put e = 0, the first equation (6.1) tells us that the connection is an ordinary instanton on each copy of S in the product,
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 so yields a map / from T to M(S). The second equation goes over to a linear condition on the derivative of / . To see what this linear equation is, let U, V be quaternionic vector spaces and consider the real vector space Homn(U, V) of R-linear maps. This can be decomposed into four subspaces
 HomR{U, V) = / / , © II, © Hj © II
 where H\ consists of the quaternion linear maps, / / / consists of the maps which are /-linear but ./ and K antilinear, and so on. So we get four projection maps tt\,it!7T/(- to the different factors. Now we can apply this when U is the tangent space of T and V is the tangent space of M(S): the condition on the map / which arises from the SU(A) instanton equations is TTj(df) = 0. This is an elliptic equation which is the natural quaternionic analogue of the holomorphic mapping equation in the complex case. (Notice that the choice of this equation breaks the symmetry between I,J,K: this just comes from the fact that the SU(4) equations depend on a particular complex structue on the product, and a particular holomorphic 2-form. We get a family of similar equations by inter-changing /,./,/<", which corresponds to different choices of ST/(4)-structure on the product.)
 We will now outline analogues of Ilitchin's theory (Hitchin 1987), studying translation invariant solutions of the instanton equation. Let .S'+ be the positive spin space of R'1. Then W = R'1 x S + is a real 8-dimensional vector space with a 5pin(7)-structure: that is, the obvious action of Spin (A) on 11' extends to the spin representaion of Spin(7), under a certain embedding Spin(4) C Spin(7). (Another way of saying this is to exhibit a certain natural 4-form on W, Salamon 1989.) Let us consider solutions of the Spin(7) instanton equation on the Hat space W which are invariant under translations in the S+ directions. These connections correspond to pairs consisting of a connection .4 on a bundle E over R 1 and a Higgs field <I>, which is a section of S+ ®R ad(E) — S+ ® c ad(E)c, where ad(E)c is the complexification of the bundle associated to the adjoint representation. The .S'pm(7)-instanton equations go over to equations of the shape:
 F+(A) = [<!>, <!>'], Da<I> = 0, (6.3)
 where D A is the Dirac operator in four dimensions, coupled to the connection A, and the bracket in the first equation denotes the combination of the bracket on the Lie algebra with the map S+<g>S+ - S+ ®S+ —> A + . Having written the equations for flat space R 1 , we see that they make sense over any spin 4-manifold.
 This is clearly a 4-dimensional analogue of Hitchin's theory, but also has obvious similarities with the renowned Seiberg-Witton equations in four dimen-sions (in a similar mould to the equations studied recently by Pidstragatch and Tyurin, Okonek and Teleman and others). If we look for reducible solutions, where the bundle E is L © L _ l , the connection A is induced from a f7( l ) con-nection on L, and <I> takes values in L2 <g> S+, then we essentially arrive at the standard Seiberg-Witten equations.
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 We can play the same game with the C2 equations F A a = 0 in seven dimensions. Mere there are two standard models. We can either look at R J x S,
 where S is the spin space of R ' \ or R 1 x A + , where A + is the bundle of self-dual 2-forms. T h e first model leads to the 3-dimensional Seiberg Wit ten equations, and non-abelian versions of these. T h e second leads to the Vafa Wit ten equations for a pair (A,<p) consisting of a connection A over a 4-nianifold and a section <t>
 or A + ®ad{E) (Vafa and Wit ten 1994).
 7 An example: quadrics in P5
 We will now discuss an example which illustrates the ideas of Section 4 above.
 We consider a Calabi Yau manifold Y\ C C P 5 which is the complete intersection
 of a quadric Qq and a quartic hypersurface V. We can degenerate V into a union
 of two quadrics Q\ U Q>- and in this way embed Y\ in a family Y, with Yo the
 union of two pieces Yo = Y + U s Y ~ , where
 Y + = Q 0 n g , , Y - = c ? 0 n Q 2 , S = Q0nQlnQ2.
 So S is the intersection of three quadrics in C P 5 ; a A'3 surface. There is a wonderful explicit construction of a certain moduli space of holomorphic bundles over such a surface S, an example of Mukai duality. To explain this we must re-view some basic facts about quadrics in P r \ If Q C P 5 is any nonsingular quadric there are two families of planes in Q, the "a-planes" and planes" in the lan-guage of twistor theorists. T h e a-p lanes through each point are parametrised by a copy of P 1 and similarly for the /?-planes. So we get two P ' - b u n d l e s Pa,Pp
 over Q. (These can be lifted to vector bundles, but it easier to work with P 1
 bundles here.) Another way to view this is to identify Q with the Klein quadric GV^C' 1) . Then Pa and Pp are the projectivisations of the tautological bundle U and the quotient bundle C A / U . However it is important to realise that in general there is a complete symmetry between Pa and Pp, with 110 preferred way to choose which one is which. (This happens because the orthogonal group has two components . ) If we take instead a singular quadric Q', with one singular point, then there is just one family of planes in Q': so roughly speaking the bundles P a and Pa coalesce ¡is the quadric becomes singular.
 Now consider the sextic curve B c P " given by the equation
 det(A0Qo + A j Q i + A 2Q2) = 0.
 Each point (Ao, A i , X 2 ) of P" \ B defines a nonsingular quadric containing the surface S . We get a double cover of this complement by fixing a choice of which of two bundles is to be Pa. For each point, of this double cover we get a bundle over S, the restriction of the bundle Pa, for that quadric, to S. This construction extends over the curve B, where the quadrics become singular, but the cover becomes branched there (because the bundles coalesce, as mentioned above). T h e upshot is that the moduli space M(S) of bundles of the relevant topological type over the I<3 surface S is the double cover of the plane branched along the sextic curve B, which is another A'3 surface.
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 Now consider the manifold Y + = QqC\Q\. The quadrics through Y + are given l>y setting A 2 = 0, and we can repeat the construction above to get a moduli space L+ c M(S) of bundles over Y+ which is the double cover of the line {A2 = 0} in P 2 , branched along the six intersection points with B. This is the description by Newstead of the moduli space of bundles of odd degree over a curve of genus 2 as the intersection of two quadrics, but seen in the opposite way: the universal bundle can be seen either as a family of bundles over the curve L + parametrised by Y + or vice-versa. In just the same way the subset L~ , parametrising bundles over Y ~ , is the double cover of the line {Aj = 0 } . The intersection L+C\L~ consists of two points and, following through the definitions, one sees that these just correspond to the restriction to Yo of the two bundles P n
 and Pp over the original quadric Q0. This suggests that the only stable bundles of the relevant topological type over the smooth Calabi-Yau manifold Y\ are the restrictions of P„, Pp. (Note that Pa,Pp have different topological type over Qo since they have different characteristic classes in IIA(Qo) = Z (I) Z. but this difference is not seen over Y\ since HA(Yi) = Z.)
 8 Vanishing cycles and pseudoholomorpliic curves Here we return to discuss the analogue of the Floer theory in our complex set-ting. The starting point for the ordinary Floer theory is the Morse theory of a real valued function, and it is well-known that the Picard Lefschetz theory of monodromy and vanishing cycles is the complex analogue of the Morse theory, so it is not surprising that these ideas emerge from our discussion. If we have any Kahler manifold Z and a holomorphic function <p : Z —» C with nondegen-erate critical points we can define the complex gradient How equation, for a map r: Sl x R. -» Z,
 Here d<J> is the tangent vector obtained from the derivative of 4> using the metric. This is a deformation of the holomorphic mapping equation, and fits into a class which has been studied quite extensively in that setting. Indeed if H is any real valued function on Z there is a standard deformation of the holomorphic mapping equation given, from one point of view, by adding
 to the symplectic action functional for maps 7 : S1 —> Z. The equation (8.1) is just this standard deformation for the function II = R.e.(ip). Pursuing this line, one sees that there will generically be 110 solutions of our equation (8.1) which interpolate between different critical points of <f> (which are also the criti-cal points of II), essentially because the Morse indices of H at all these critical points arc the same. However we can bring in the fact that H came from a holo-morphic function by considering the. family of equations like (8.1) parameterised by a circle, just multiplying <j> by a complex number A of unit modulus. The
 0T = d<!>- (8.1)
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 simplest, solutions are those which are invariant under the rotations acting on .S'1 x R: these are just the ordinary gradient, lines of H. Standard Morse theory arguments give the following picture. For each pair of critical points p+,p~ we count the S1-invariant solutions of the family of deformed equations, as A varies over t he circle (but. dividing of course by the obvious action of translations) to give a number n(p+,p~). Now for each critical point p there is a vanishing cycle \V(p), well-defined up to isotopy, in any nearby fibre. We take the straight line in C between <f>(p+) and <j>(p~), which generically does not contain any other critical value. Parallel transport along this line allows us to regard the van-ishing cycles VV(p+), W(p~) as submanifolds of the same fibre, and n(p+ ,p~~) is the intersection number of these two vanishing cycles. (The data from the more general moduli spaces of solutions, not rotation invariant, describes the action of the "quantum multiplication" in the fibres of 4> on the vanishing cy-cles.) The set. of numbers n(p+,p~), as p+,p~ range over the different critical points, together with knowledge of the location of the critical values in C, and the reflection formula for the monodromy around a single critical value, gives a complete description of the monodromy action of the fundamental group of C \ {critical values} on the part of the homology of the fibre generated by the vanishing cycles. This is the complex analogue of the boundary operator in the familar Morse Floer picture, defined by gradient lines, which gives a complete description of the homology of the space. .Just as in that case, the numbers n(p+,p~) themselves can change under continuous deformations of the set up (Z,<p). In the complex case this change conies about when a critical point p' moves across the line segment between p~. p+, so one is essentially changing the choice of homotopy class of path used to identify fibres around different critical points.
 Now we can take these ideas over to the gauge theory case, where Z be-comes the space C/j of equivalence classes of ¿^-operators 011 a bundle E over our Calabi Yau manifold Y (or. perhaps better, a suitable covering space), and <f> becomes our holomorphic Cliern -Simons functional <I>. Multiplying the map <I> by a scalar just corresponds to changing the choice of holomorphic volume form 011 Y, and hence 011 A' = R x S 1 x Y. What we expect then is that for each pair of holomorphic bundles E+,E~ of the same topological type over Y we can define a number n(E+, E ") by counting the rotation-invariant solutions of the 1-paranieter family of SU(4)-instanton equations over X, asymptotic to E ± at ±00 , and that these numbers can be interpreted as giving the monodromy action 011 the semi-infinite dimensional cohomology of the fibres of <I>. The data from other moduli spaces (not rotation-invariant) should describe the quantum multiplication between the semi-infinite and finite dimensional cohomology of the fibres.
 We finish this discussion with one more remark. In a finite-dimensional situ-ation tilt; index associated to the Caucliy-Riemann equations for mappings from
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 a closed Riemann surface £ of genus g to a complex manifold Z is
 ici[Z), [£]) — (2g — 2)dim Z. (8.2)
 We get the same index for any deformed equation, which merely adds lower order terms. Now in our case we take £ to be a 2-torus, and Z to be the infinite-dimensional space C.i;- For simplicity we take the gauge group of our connections to be SU(2). From what we have seen above, 5 i / (4) - instantons on a bundle E' over £ x Y can be interpreted as solutions of a deformation of the holomorphic mapping equation. The familiar slant product construction gives an isomorphism H : H2{Y) H2(C). Under this isomorphism the homology class of £ in C can be identified with the component, of c2{E') in / / 2 ( Y ) = I12(Y) ® / / 2 ( £ ) C H4(Y x £ ) . On the other hand the index associated to the elliptic SU(4)-instanton equation in this situation is just ( g c 2 ( Y ) c 2 { E ' ) jc2(E')2,S x V). The upshot is that the formula (8.2) is true in the infinite dimensional case if we define
 C I ( G E ) = ¿ / ¿ ( P D ( C 2 ( Y ) - 8 C 2 ( E ) ) ) ,
 where PD(c2(Y) - 8 q ( / J ) ) e H2(Y) is the Poincaré dual. The point here is that this Chern class is not defined in any conventional sense for general infinite dimensional complex manifolds (since the infinite general linear group is con-tractible), but our index theory allows us to give a meaning to it. Notice also that whereas in finite dimensions the deformations of the holomorphic mapping equation do not play any role in the index theory, the analogous deformation is crucial to the discussion above. The condition for a genuine holomorphic map-ping from £ to Ge can be interpreted as a gauge theory problem on £ x Y, but leads to a nonelliptic equation which is not governed by any index theorem.
 9 Submanifolds In this article we have discussed gauge theory over various manifolds of dimen-sions 4 , 6 , 7 , 8 . We close by pointing out that there are analogues of most of our constructions which bear instead on special submanifolds, in the framework of Harvey and Lawson's "calibrations" (Harvey and Lawson 1982). This is a very active research area at the moment, in part because of connections with "mirror symmetry". The viewpoint which we arrive at, by analogy with the gauge theory set-up, is perhaps new.
 On the one hand, returning to our Calabi Yau 3-fold Y, it is natural to expect connections between counting holomorphic bundles (at. least, of rank 2), and counting complex curves. Indeed one of t he standard procedures in algebraic geometry is to go from a rank 2 bundle over a 3-dimensional variety to a curve by taking the zero set of a generic section. On the other hand, we can forget about bundles, and mimic the general scheme in this article, replacing connections by suitable submanifolds.
 So let us consider our Calabi Yau 3-fold Y, with a fixed Kiihler metric u> with holonomy SU(3). Let 8 be the space of (real) 2-dimensional submanifolds

Page 62
                        
                        

S. K. Donaldson and It. I' 'Thomas
 E, representing « given homology class in Y, which arc symplcctic with respect t o w ; i.e. such that is non-degenerate. Fix a base point Eo in 8, and let S be the covering of S consisting of pairs (E, \Z\) where \Z\ is an equivalence class of 3-chains Z in Y with boundary E - Eo, and Z ~ Z' if \Z-Z'\ is zero in H3(Y). Then we can define a functional
 vf : S -» C
 by
 ¥(£ ,[Z)) = J J.
 It is an easy exercise to show that the critical points of VI' correspond to the holomorphic curves in Y. Now we can define a (real) gradient equation associated to (his functional ¡is follows. If £,77 are independent tangent vectors to E at a point 77, let v be a tangent vector corresponding, under the metric 011 V, to the 1-form
 <^(£,77)
 This does not. depend 011 the choice of basis 77 for Tp£. and we denote it by Thus we get a vector field «5; along E in Y which can be regarded as a
 tangent vector in S. Then the gradient equation is c ) E / d t = Similarly, we can define a complex gradient equation for a map from C to S:
 <m d E
 T h e surprising thing is that t hese! equations have straightforward interpreta-
 tion in seven and eight dimensions. Consider the model R 7 = R 1 x A + ( R 4 ) for
 the imaginary octonians. A 3-dimensional subspace of R 7 is called associative if it lies in the (?2-orbit of A + ( R ' ) in the Grassmannian of 3-pIanes in R 7 . This leads to the notion of an associative 3-dimensional submanifold of a manifold N7
 with a G '2-structure. In the same way the model R s = R'1 x S+ (R'1) leads to the notion of a Cayley submanifold, of dimension four, in an 8-manifold with ¡1 Spm(7) structure.
 Suppose E f is a 1-parameter family of surfaces in Y. T h e family may be considered in an obvious way as a 3-dimensional submanifold F of Y x R , and a little thought shows the real gradient equation precisely goes over to the con-dition that T be an associative submanifold. Similarly for the complex gradient equation and Cayley submanifolds of Y x C. In the same spirit, we can look at. the space of 3-manifolds in ¡1 manifold N with a G2 structure, and get a gra-dient flow equation whose solutions are the Cayley submanifolds in W x R , In sum, we might hope that there are Floer theories, etc., involving these special submanifolds in close parallel to the gauge theory structures we have discussed in this article. T h e "special Lagrangian" submanifolds of Y can also be brought into this picture: they are just the associative submanifolds in Y x R which lie
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 III it single fibre Y x {/}: they can be interpret«! as gradient lines taking the empty sel to itself. Similarly for the co-associative submanifolds in a 7-manifold N with a G i structure, which appear as the "vertical" Cayley submanifolds in N x II. Iu the analogy between the gauge theory and submanifold theory, the I ' curvature identities like (3.5) go over to the familiar volume identities for calibrated submanifolds of Harvey and Lawson.
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4 p v - x Noncominutative Differential Geometry-and the
 Structure of Space Time A l a i n C o n n e s
 College dr. France, 3, rue. Ulin, 75005 PARIS and
 I.H.E.S., 35, route de Chartres, 91440 DURES-sur-YVETTE
 Notes by Olga Kravchenko
 Foreword One of the original motivations of noncominutative geometry is to apply geo-metric ideas and concepts to spaces which are intractable if considered from the usual set-theoretic ideas of Riemannian geometry. Among the first examples of such spaces are the leaf spaces of foliations or the duals of noncominutative discrete groups. A more recent example comes from number theory and the Riemann zeta function, and allows us to give a spectral interpretation of the critical zeros of that function. One of the difficulties of the subject is to acquire an intuitive idea of the nature of nonconunutative spaces. 1 remember with emotion the talk given by Roger Penrose a few years ago in which he exhibited, showing the superposition of two transparencies representing Penrose tilings, the quantum nature of the space of Penrose t ilings of the plane. The point is that even though the space of such tilings is uncountable, any two tilings can be su-perposed exactly on arbitrarily large portions, thus exhibiting fluctuations very reminiscent of quantum mechanics. The space of Penrose tilings is a prototype of a noncominutative space and it gives me great pleasure to expound the latest developments of noncominutative geometry on the occasion of his birthday.
 1 Generalities The basic data of Riemannian geometry consists of a manifold M whose points are locally labelled by a finite number of real coordinates {:;:''} and a metric, which is given by the infinitesimal line element:
 ds2 = g,it, dx" dx" . (1.1)
 The distance between two points x, g € M is given by
 d(x,y) — Inf{Length 7 I 7 is a path between a: and y} (1.2)
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 where
 Length 7 = / ds. (1.3) Jy
 Riemannian geometry is flexible enough to give a good description of space-tiine in general relativity (up to a sign change). The essential point here is that the differential and integral calculus allows one to go from the local to the global, while simple notions of Euclidean geometry continue to make sense. For instance the idea of a straight line gives rise to the notion of geodesic. The geodesic equation
 dt2 dt dt ( '
 where F{;p = 5 g',a(gQV,p + gap,u - (Ivp.a), gives the Newton equation of the motion of a particle in the Newtonian potential V provided one uses the metric dx2 -I- dy2 + dz2 — (1 + 2V(x,y, z))dt2 (cf. Weinberg, 1972, for the more precise formulation). Recent experimental data on binary pulsars confirms through general relativity (Damour and Taylor, 1992) that Riemannian geometry works well as a model for space-t ime on a sufficiently large scale. However, it is not clear (Riemann, 1953) whether this geometry is adequate for the description of the small scale structure of space-time. The Planck length:
 tp = (G/1 /c 3 ) 1 / 2 ~ 10" 3 3 cm (1.5)
 is considered as a natural lower limit for the precision at which coordinates of an event in space-t ime make sense. (See for example Frohlich, 1994, or Doplicher ct al. 1995, for a physical argument establishing this limit using quantum me-chanics.)
 In these notes we shall present a new notion of a geometric space where points do not play the central role, thus giving much more freedom for describing the small scale texture of space-time. The proposed framework is sufficiently general to treat discrete spaces, Riemannian manifolds, configuration spaces of quantum field theory, and the duals of discrete groups which are not necessarily commutative. The main problem is to show that the usual geometrical ideas and the tools of the infinitesimal calculus do adapt to this more general framework. It turns out that the operator formalism of quantum mechanics together with the analysis of logarithmic divergences of traces of operators give the generalization of the differential and integral calculus that we are looking for. Several direct applications of this approach are described in theorems 2.1, 2.2, and 3.1.
 We consider a geometric space to be a spectral triple:
 (A,X,D) (1.6)
 where is an involutive algebra of operators in a Hilbert space 01 and D is a self-adjoint operator on The involutive algebra A corresponds to a given space M like in the classical duality "Space «-> Algebra" in algebraic geometry. The
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 operator D 1 ds corresponds to the inliiiitesimal line clement in Riemannian guoinctry.
 One can see the difference between this spectral geometry and Riemannian geometry in two ways. Firstly it is very important that one does not assume that the algebra A is commutative any more. Secondly the infinitesimal ds in
 pretini geometry becomes an operator and does not commute with elements of ./I even if the algebra is commutative itself.
 As we shall see, simple commutation relations between ds and elements of A, together with Poincaré duality, characterize the spectral triples (1.6) which come from Riemannian manifolds (Theorem 4.1). When the algebra A is commutative l be spectrum of its norm closure À in bounded operators on "K is a compact space M. A point of M is a character of A, i.e. a homomorphism from A to C,
 X : A - C, x ( a + <>) = * ( « ) + X(&). x(^) = Ax(a), (1.7)
 X(ab) = *(«)*(/;) Va, 6 6 À, VA 6 C .
 As an example let us take A to bo the group algebra CP for a diserete group f acting on the Hilbert space DC = ^2(F) by the regular (left.) representation of P. When the group P and hence the algebra A are commutative then the characters of À are elements of the Pontryagih dual of F,
 f = { x : r - t / ( l ) ; X(9i92) = x(9i)x(92) V j . ^ e T } , (1.8)
 Elementary notions of differential geometry for the space P continue to make sense in the general case when P is no longer commutative. The right column in the following dictionary does not use the commutativity of the algebra A:
 S p a c e X A l g e b r a A
 Vector bundle Finite projective module
 Differential form of degree k Hochschild cycle of dimension k
 De Rham current of dimension k Hochschild cocycle of dimension k
 Do Rham homology Cyclic cohomology of A
 The power of this generalization to the noncommutative case is demonstrated for example in the proof of the Novikov conjecture (Novikov, 1965) for hyperbolic groups r (Connes and Moscovici, 1990).
 In the general case the notion of a point given by (1.7) is not of much interest; but the notion of probability measure keeps its full meaning. Such a measure tp, also called a state, is a normalized positive linear form on A such that i^(l) = 1,
 ip : A -» C , (p(a'a) > 0 V a 6 A , <¿>(1) = 1. (1.9)
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 Instead of measuring distances between points using I lio formula (1.2) we mea-
 sure distances between states y?, 1J1 on ./I by a dual formula. This dual formula
 involves sup instead of inf and does not use paths in the space
 d(>p,i>) = Sup {|v?(a) - V;(«)| ; « G , | | [D,a] | | < 1 } . (1.10)
 Let us show that this formula indeed gives the geodesic distance in the Rieman-
 nian case. Let M be a R.ieinannian compact manifold with a /^-orientation,
 i.e. a spin structure. T h e associated spectral triple (A,'K,D) is given by the
 representation
 C/OCsf) = / ( * ) « ( * ) V x e M , / € A , Í € Oi (1.11)
 of the algebra A of functions on M in the Hilbert space
 0(=L2{M.S) (1.12)
 of the square integrable sect ions of t he spinor bundle. T h e operator D is the Dirac operator (cf. Lawson and Michelson, 1989). One
 "can check that the commutator [£>,/], for / e A = C°°(M) is an operator which is the Clifford multiplication by the gradient V / and that its operator norm is:
 IIP,/III = S u P r € A i ||V/(x)| | = Lipschitz norm / . (1.13)
 Let x,y 6 M and <p,ip be the corresponding characters: <£(/) = f(x), V ; ( / ) = / (»/) for V / € A. Then formula (1.10) gives the same result as formula (1.2), i.e. it gives the geodesic distance between x and y.
 Unlike the formula (1.2) its dual formula (1.10) makes sense in general, namely, for example for discrete spaces and even total ly disconnected spaces.
 T h e usual notion of dimension of a space is replaced by the dimension spec-
 trum which is a subset of C with real part not bigger than some a > 0 if
 A - ' = 0 ( n - Q ) (1.14)
 where A„ is the n th eigenvalue of |D | .
 T h e relation between local and global data is given by the local index formula, Theorem 3.1 (Coimes and Moscovici, 1995).
 T h e characteristic property of differentiahle manifolds which is carried over t o the noncommutat ive case is Poincaré, duality. Poincaré duality in ordinary homology is not sufficient to describe homotopy type of manifolds (Milnor and Stasheff , 1974) but D. Sullivan (1971) showed (in the s imply connected PL case of dimension > 5 ignoring 2-t.orsion) that it is sufficient to replace ordinary homology by A'O-hoinology.
 Moreover /{"-homology (cf. for example Atiyah, 1966), thanks to the work of Brown, Douglas, Fillmore, Atiyah, and Kasparov, admits a fairly s imple defini-tion in algebraic terms, given by
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 Space X Algebra A
 A'i(X) Stable homotopy class of the spectral
 triple (71, JC, D) Ko(X) Stable homotopy class of Z / 2 graded
 spectral triple
 (I.e. for A'o we suppose that DC is Z/2-graded by 7, where 7 = 7*, y 2 = 1 and 7A - « 7 V a e 71, 7 D = - D y ) .
 This description works for the complex A"-homology which is 2-periodic. The fundamental class of a noncommutative space is a class // in the KR-
 homology of the algebra A ®7 l ° equipped with the involution
 T ( . T ® ? / ° ) = 1 / < 8 > ( X * ) ° \/x,yeA (1.15)
 where >1° denotes the algebra opposite to A. The Kasparov intersection prod-uct (Kasparov, 1980) allows one to formulate Poincaré duality in terms of the invertibility of ¡1. I11 A"/¿-homology besides the above data one has to give an ant ¡linear isometry ./ 011 which implements the involution r in as much as
 JV)J~1=T(W) V w e 71® 71°. (1.16)
 A'/¿-homology is periodic with period 8 and the dimension modulo 8 is specified by the following commutation rules. One has J 2 : e, JD = E'DJ, J 7 = e"~/J where £ , e ' , e" € { - 1 , 1 } and with n the dimension modulo 8,
 n 0 1 2 3 4 5 6 7
 £ 1 1 -1 -1 -1 -1 1 1
 e' 1 -1 1 1 1 -1 1 1
 E" 1 -1 1 -1
 The antilinear isometry ./ is given in Riemannian geometry by the charge con-jugation operator and in the noncommutative case by the Tomita operator (Take-saki, 1970). When an operator algebra A admits a cyclic vector which is cyclic for the commutant 71', the Tomita operator establishes an anti-isomorphism
 71" — A' : a t-» Ja'J~l . (1.17)
 The class // specifies only the stable homotopy class of the spectral triple (71, OC, D) equipped with the isometry J (and Z/2-grading 7 if n is even). The nontriviality of this homotopy class shows up in the intersection form
 A"(7l) x A-(Tl) Z (1.18)
 given by the Fredholm index of D with coefficients in K(A <g> 71°).
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 In order t.o compare different spectral triples in the same homotopy class
 defined by /t we shall use the following spectral functional
 Trace ( 5 7 ( D ) ) , (1.19)
 where xx> : R — > R + is a suitable positive function. Once the algebra A fixed, a spectral geometry is determined by the unitary
 equivalence class of a spectral triple (A,0(,D) together with the isometry ./. Denote the representation of A in !K by TT. (TTI , "K\, D\, J\) is unitarily equivalent to ( i r 2 , ^ 2 , Di, -h) if there exists a unitary U : —* [K2 such that
 1/jt, (a)U' =7r2(a) Va<=A, l/D,U' = D2 , UJXU' = J2 (1.20)
 (and U~)\U' = 72 for even n).
 T h e automorphism group Aut(Tt) of the involutive algebra A acts on the variety of spectral geometries by the following composition:
 7r'(a) = 7r(tt _ 1(a)) V « e A , a € Aut(Tl ) . (1.21)
 Let A u t + ( y i ) be the subgroup of automorphisms which preserve the class p. • A u t + ( 7 l ) acts 011 the stable homotopy class determined by ¡1 and preserves the
 action functional (1.19). In general this subgroup is not compact. For Rieman-nian manifolds it coincides with the group of diffeoinorphisms preserving the /^-orientation, D i f f + ( M ) , i.e. the subgroup preserving the spin structure 011 M . O11 the other hand, the isotropy group of a given geometry is automatically com-pact (for a unital 71). This implies that the action functional (1-19) automatical ly produces the phenomenon of spontaneous symmetry breaking.
 We will show that for the right choice of the algebra A the functional of action (1.19) added to (£, D£), £ € 0(, gives the standard Ghishow-Weinberg-Salaui model coupled with gravity. The algebra A is the tensor product of the algebra of functions 011 a Riemannian space M and a finite dimensional noncommutative algebra whose spectral geometry is specified by the phenomenological data from particle physics.
 2 Infinitesimal calculus Here we shall give a precise meaning to the notion of infinitesimal variable using the operator formalism of quantum mechanics.
 T h e notion of infinitesimal is supposed to have an obvious intuitive meaning. Let us take a particular example (Bernstein and Wattenberg, 1969). Let us consider darts thrown arbitrarily into a target ft. Let dp(x) be the probability for the dart to hit the point x € ft. It is clear that dp(x) < e for any e > 0 but nevertheless saying that dp(x.) = 0 is unsatisfactory. T h e usual formalisms of measure theory or of the theory of differential forms avoid the problem by giving sense to the following expression
 J f{x)dp(x) , / : ft —» C (2.1)
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 but. it is insufficient to give any moaning to expressions like e.~ •''•<". The answer given by nonstandard analysis, a so-called nonstandard real, is equally deceiving. I'Vom every nonstandard real number one can construct canonically a subset of the interval [0,1], which is not Lebesgue measurable. No such set can be exhibited (Stern, 1985). This implies that not a single nonstandard real number can actually be exhibited. The formalism which we propose below will give a substantial and computable answer to the above problem.
 Our framework consists of a separable Hilbert space decomposed into two ort hogonal infinite dimensional subspaces. This decomposition can be described by the linear operator F on DC which is the identity, F£ = on one subspace and minus identity, F £ = — on the other; so one has
 F = F', F2 = 1. (2.2)
 This framework is determined uniquely up to isomorphism. The following is the beginning of a long dictionary which translates classical notions into operator language:
 C l a s s i c a l
 Complex variable
 Real variable
 Infinitesimal
 Infinitesimal of order a
 Differential of a real or complex variable
 Integral of an infinitesimal of order 1
 Q u a n t u m
 Operator in DC
 Self-adjoint operator
 Compact operator
 Compact operator with eigenvalues pn satisfying /¿„ = ()(n~a) , n —> oo
 df = [ F,f} = Ff - fF
 J T — Coefficient of logarithmic divergence in the t race of T .
 The first two lines of the dictionary arc familiar from quantum mechanics. The range of a complex variable corresponds to the spectrum of an operator. The holomorphie functional calculus gives a meaning to /( ' / ') for all holomorphic functions / on the spectrum of T. It is only holomorphic functions which operate in this generality which reflect the difference between complex and real analysis. When T = T' is self-adjoint then f(T) has a meaning for all Bore! functions / . Notice that every usual random variable X on the probability space (fi, P) can be trivially considered as a self-adjoint operator. One takes DC = L 2 ( f t , P) and T to be the operator of multiplication by A':
 (T0(p) = X(p)Ç(p) V p e f t , i G D C . (2.3)
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 Let us consider I lie third lint? of the dictionary. We look for a definition of "infinitesimal variables", i.e. operators T in DC such that
 | | T | | < E V E > 0 , ( 2 . 4 )
 where ||T|| = Sup {||T*^||; U\\ = 1} is the operator norm. Clearly, if one takes (2.4) literally then one gets ||T|| = 0 and T = 0 as the unique solution, but one can weaken (2.4) in the following way:
 V e > 0 , 3 finite-dimensional space E C DC such that ||T|BJL || < e. (2.5)
 Here Ex denotes the orthogonal complement to E in the space DC:
 E X = { £ e D C ; = 0 V , , e £ } (2.6)
 which is a subspace of finite codimension in DC. T d e n o t e s the restriction of T to this subspace,
 T\n± : E1 —»DC. (2.7)
 Operators which satisfy the condition (2.5) are t he compact opcmtors, i.e. those for which the image of the unit ball of "K has compact closure. The operator T is compact if and only if ]T| = s/T'T is compact, and this means that the spectrum of |T| is a sequence of eigenvalues po > p\ > Pi • • • , Pn 1 0.
 These eigenvalues are the characteristic values of T and one has
 , i„(T) = Inf { | |T - R\\: R is an operator of rank < n } (2.8)
 p„(T) = Inf {\\T/EL||; dim E < n}. (2.9)
 Compact operators form a two-sided ideal DC in the algebra -C(Di) of bounded operators in DC.
 Consider now the fourth entry in our dictionary. The size of the infinitesimal T € DC is governed by the order of decay of the sequence /¿„ = /¿n(7') as n —> oo. In particular, for all real positive «• the following condition defines infinitesimals of order a:
 p„(T) = 0 ( n ~ a ) when n —> oo (2.10)
 (i.e. there exists C > 0 such that pn(T) < Cn~a V?i > 1). Infinitesimals of order a also form a two-sided ideal as can be checked using (2.8), (cf. Connes, 1994) and moreover,
 Tj of order otj T\ T> of order « j + « 2 • (2.11)
 (For a < 1 this ideal is a norined ideal given by real interpolation between the ideal of trace class operators and the ideal DC, Connes, 1994.)
 Hence, apart from coinmutativity, intuitive properties of the infinitesimal calculus are fulfilled.
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 Since the size of the infinitesimal is measured by the sequence /i„ —» 0 it might seem that one does not need the operator formalism at all. that it would be enough to replace the ideal X in -C(IK) by the ideal co(N) of sequences converging to zero in the algebra of bounded sequences. A variable would be a bounded sequence, and an infinitesimal sequence p„, fin | 0. However, this commutative version does not allow for the existence of variables with range a continuum since all elements of ¿°°(N) have a point spectrum and a discrete spectral measure. Only noncommutativity of L(0() makes it. possible to include in one framework variables with Lebesgue spectrum together with infinitesimal variables.
 Noncommutativity of L(0C) is also crucial for the next, line of the dictionary. The differential df of a real or complex variable
 is replaced by the commutator
 df = [F,f\. (2.13)
 Going from (2.12) to (2.13) is similar to taking the commutator \f,g] = f g — gf of quantum observables instead of the Poisson bracket {/ ,</} of two functions f,g in classical mechanics.
 For a given algebra 71 of operators in Oí the dimension of the corresponding space (in the sense of the dictionary on page 51) is governed by the size of the differentials d f , for f <E A. In dimension p one has
 df of order for any f e A. (2.14)
 We shall see below (Theorem 2.1) concrete examples where p is the Hausdorff dimension of Julia sets. Simple algebraic manipulations on the functional
 r ( / ° , . . . , / " ) = Trace ( / ü d / ' . . . d f"), n odd, n > p (2.15)
 show that r is a cyclic cocycle and, moreover, that the cocycle r is integral, i.e. that
 (r,I< i(A))cZ. (2.1G)
 This integrality result, is a very powerful tool, see (Coimes, 1994). If the dictionary would have ended here the calculus would lack a vital tool,
 the locality, namely the possibility of neglecting infinitesimals of order > 1. These are contained in the following two-sided ideal
 j ' P e X ; / i n ( T ) = 0 Q j | , (2.17)
 where the lower case o has the usual meaning, namely, that npn(T) — > 0 when n —> oo.
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 Hence if we use the trace as in (2.15) for integration we would encounter two problems:
 (1) infinitesimals of order 1 are not in the domain of the trace;
 (2) the trace of infinitesimals of order > 1 is not zero.
 T h e natural domain of the trace is the two-sided ideal -C1 (DC) of trace class operators
 = j r e O C ; ¿ / x „ ( T ) < o o j . (2.18)
 The trace of an operator T € /C'(3i) is given by the sum
 Trac = ' (2-19)
 independent of the choice of the orthonorinal basis (£,) of Jf. One has
 oo
 IVace (T) = ^ / i„(T) V T > 0 . (2.20) o
 Let T > 0 be an infinitesimal of order 1. The only condition on iin(T) is
 = (2.21)
 which is not sufficient to ensure the finiteness of the sum in (2.20). This shows the nature of both of the problems since the trace is not zero even on the smallest ideal in <C(9f), namely, the ideal of finite rank operators,
 The solution is obtained by employing the Dixmier trace (Dixmier, 1966), i.e. by the following analysis of the logarithmic divergence of the partial traces
 N- 1
 Trace/v(T) = £ /xn(T) , T > 0 . (2.22) o
 In fact, it is useful to define TraceA (T) for any positive real A > 0 by the interpolation formula
 TraceA (T) = Inf { + A||Z?||; A + B = T } (2.23)
 where | | / l | | i is the norm of A. ||>t||i = Trace |.4|, and ||Z?|| is the operator norm of B. This formula coincides with (2.22) for integer A and gives its piecewise affine interpolation for noninteger A. Then also (Connes, 1994)
 TraceA(Tx + T2) < TVaceA(T,) -f TraceA(T2) V A > 0 (2.24)
 TraceA,+a2(T i + T2) > TraceA ,('/',) + lYaceA 2 (T 2 ) V A , , A 2 > 0 (2.25)
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 where T\, 7 2 are posit ive in (2.25). Define for all order 1 operators T > 0
 log A Je log p p
 which is t h e Cesaro mean of the function 1 ' ^ over the scaling group R*f.
 For T > 0, an infinitesimal of order 1. one has
 T r a c e A ( T ) < C log A (2.27)
 so that T\ (T) is bounded. T h e essential property is the following asymptotic additivity of the coefficient TA(T) of the logarithmic divergence (2.27):
 M i l + T2) - r A ( T , ) - r A ( r 2 ) | < 3 C M l ^ i A l ( 2 . 2 8 ) log A
 for Tj > 0. An easy consequence of (2.28) is that any limit point r of the nonlinear
 f u n c t i o n a l rA for A —> oo defines a positive and linear trace on the two-s ided ideal of infinitesimals of order 1,
 r ( A i T , + A2 T 2 ) = Aj t ( T i ) + A2 T ( T 2 ) V Aj E C
 r ( T ) > 0 V T > 0 (2.29)
 r(ST) = T(TS) for any bounded S
 r(T) = 0 i f ^ ( T ) = o Q )
 In practice the choice of the limit point r is irrelevant because in all important examples (in particular as a corollary of the axioms in the general framework cf. Section 4) T is a measurable operator, i.e.
 T\(T) converges when A —> o o . (2.30)
 Thus the value r('i') is independent of the choice of the limit point r and is denoted
 / T . (2.31)
 T h e first, interesting example is provided by pseudodifferential operators T on a differentiable manifold A-/. When 7' is of order 1 (in the sense of (2.21)) it is measurable and j-T is the noncommutat ive residue of T (Wodzicki, 1987; Kassel, 1989). It has a local expression in terms of the distribution kernel k(x, y), x,y € M. For T of order 1 the kernel k(x,y) diverges logarithmically near tlx; diagonal,
 k(x, y) = —a(x) log |ar - i/| + O ( l ) (for y -> x) (2.32)

Page 76
                        
                        

CÍO A. CO
 where « (x) is a 1-density independent of the choice of Ricmannian distance |x—y|. Tlien one has (up to normalization),
 J- T = J a(x). (2.33)
 T h e right hand side of ( his formula makes sense for all pseudodifferential oper-ators (cf. Wodzicki, 1987) since one can set; that the kernel of such an operator is asymptotically of the form
 k{x,y) = ^ a * ( x , x - y ) + u(x) log |x - y| + O ( l ) (2.34)
 where £) is homogeneous of degree —k in and the 1-density a(x) is defined intrinsically.
 The same principle of extension of J- to infinitesimals of order < 1 works for hypoelliptic operators and more generally (cf. Theorem 3.1) for spectral triples whose dimension spectrum is simple.
 After this description of the general framework let us discuss examples. The infinitesimal variable dp(x), which is the probability in the darts game, is given by the operator
 dp = A - 1 (2.35)
 where A is the Dirichlct Laplacian for the domain Í2, acting on the Hilbert space L~(Sl). Also the algebra of functions / ( x j , X 2 ) , f :Q —* C, acts by multiplication operators on L2(Sl) (cf. (2.3)). From the H. Weyl theorem on the asymptotic behaviour of eigenvalues of A it follows that dp is of order 1, f dp is measurable, and that
 J f dp = J f{xi, x 2 ) dx, A dx2 (2.36)
 gives the usual expression for the probability. Note that has now full meaning as the heat kernel.
 Now let us show how t his infinitesimal calculus can be used to make sense of some expressions like the area of 4-dimensional manifolds, which do not exist in the usual calculus.
 There is a canonical quantization of the infinitesimal calculus over R which is invariant under translations and dilations. It is given by the representation of the algebra of functions / on R as multiplication operators in L 2 (R) (cf. (2.3)), while the operator F in JC = L 2 ( R ) is the Hilbert transform (Stein, 1970)
 ( / O W = M V . 9 e R . £ € L 2 (R) , ( F 0 ( 0 = - f ^ - d s . (2.37) IT l J S — t
 One has a unitary equivalent description for S 1 = P\ (R) with DC = L2(Sl) and
 F e „ = Sign (n) e n , en(0) = exp ( inO) VO € Sl, (Sign (0) = 1) . (2.38)
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 The operator df = [/•', / ] , for / e / .X : (R) , is represented by the kernel ±k(s,t), with
 = (2.39)
 Since / and F are bounded operators, d f = [F, / j is also bounded for all bounded measurable / on 5 ' , and it makes sense to talk about \<l f\p for all p > 0. Let us give an example where one has to use such an expression for a non-differentiable / . Let ./ be the Julia set associated to the iterations of the map (c 6 C)
 <p{z) = z 2 + c , J = OB , B = {z e C ; sup \<pn(z)\ < oo} . (2.40) riSfi
 For small c, J is a Jordan curve and B is the bounded component of its comple-ment;. T h e Riemann mapping theorem provides us with a conformal equivalence D ~ B of the unit disc D = {z € C , \z\ < 1} with B. By a theorem of Caratheodory it extends continuously to a homeomorphism Z : S —» J where .S'1 — ()D. Since (by a result of D. Sullivan) the Hausdorff dimension p of .7 is strictly bigger than 1 (for c ^ 0) the function Z is nowhere of bounded variation on Sl and \Z'\, the absolute value of the derivative of Z, docs not. make sense as a distribution. However Z\ is well defined and one has:
 T h e o r e m 2 .1
 (1) \d Z\ is an infinitesimal of order
 (2) For even/ continuous function h on ./, the operator h(Z) |r/ Z\p is measur-able.
 (3) 3 A > 0,
 J- h(Z) |d Z\" = A J h dA„ V/i e C(J)
 where dAp denotes the Hausdorff measure on J.
 The first statement of the theorem uses a result of V.V. Poller which charac-terizes functions / for which Trace (\d / | ° ) < oo. The constant A is determined by the asymptotic expansion in n € N for the distance in L°°(Sl) between Z and restrictions to .S'1 of rational fractions with at. most n poles outside the unit disc. This constant is of order \/p - 1 and so it is zero for p = 1. This is related to a specific feature of dimension 1 manifolds, namely, the differential d f of a function / € C°°(5'1) is not just of order ( d i m S 1 ) - 1 = 1 but is even trace class, with
 T r a c e ( f ° d / ' ) = —/ f ° d f 1 V / 0 , / 1 € C 0 0 ^ 1 ) . (2.41) Js'
 In fact, by a classical result of Kronecker, d f is of finite rank if and only if / is a rational fraction (cf. Power, 1982).
 T h e quantized calculus can bo used in the same manner to describe the projective space P\ (K) over any local field K (i.e. non-discrete locally compact) . This calculus is invariant under projective transformations. The special cases
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 of K = C and K •= ffl ( the field of quaternions) are examples of the calculus
 on oriented conformal even dimensional compact manifolds, M = A/ 2 ". T h e
 calculus is defined as follows:
 50 = L2(M, A" T'), ( / O ( P ) = f(p)i(p) V / € L°°(M), F = 2P-1, (2.42)
 where the scalar product on the Hilbert space of differential forms of degree n = ¿ d i m M is given by (a>i, w 2 ) = / w i A *u>2 which only depends on the conformal structure on M. T h e operator P is the orthogonal projection on the subspace of exact forms.
 Consider 71 = 1, i.e. M being a Riemann surface. An easy calculation shows that
 j ^ d f d g = -~ J df A*dg V f,g € C°°{M). (2.43)
 Let X be a smooth map from M to the space R'v equipped wi th a Riemannian
 metric g^dx'' dx?. The components X1' of the map X are functions on M. One
 has
 f qiiu d X" d A'" = - - / giu, dX>' A * dX" (2.44) J * JAf
 where the right hand side is the Polyakov action in string theory. However, the equality (2.44) does not. hold for n = 4: the right hand side is not very interesting because it is not conformally invariant but the left hand side is still conforinally invariant, because dX" = [F, X'1] and F are conformally invariant. It defines the natural conformal analogue of the Polyakov action in the 4-dimensional case. A calculation yields:
 T h e o r e m 2 . 2 Let X be. a smooth map from M4 to (RN,gin, dx1' dx"),
 J f)pi'(X) dX'1 d X" = (IOTT2)-1 J g„„(X)
 {^r{dX^,dX") - A(dX't, dX") + (VdX",VdX") - { ( A X " ) ( A X " ) } dv
 where for the right hand side one uses a Riemannian structure i; on M, compat-
 ible untJi (he given conformal structure. The scalar curvature r, the Laplacian
 A , the Levi-Civita connection V , and the measure dv are defined by i] but the
 result is independent of its choice.
 Theorem 2.2 is related to the following formula expressing the Hi lbert -Einstein action as the area of the four-dimensional manifold, cf. Kastlcr (1995); Kalau and Walze (1995)
 j-ds2 f ^ r y / g d t x (2.45)
 (dv = y/g dAx is the volume form and ds — D 1 the length element, i.e. the inverse of the Dirac operator).
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 When the met ric g,iu dx1' dx" on R w is invariant under translations the action functional of Theorem 2.2 is given by the Paneitz operator on M . It is a fourth order operator which plays the role of the Laplacian in conformai geometry (Branson and 0 r s t e d , 1991). Its conformai anomaly was computed by Branson (1996).
 Let us go back to the case n — 2 and modify the conformai structure on M by a Beltrami differential p(z,z) dz/dz, \p(z,z)\ < 1. Thus if 2 is a conformai local coordinate, we now measure angles at z G M by the identification
 TZ(M)~* C : X^{X,dz+ii(z,z)dz) (2.46)
 instead of X (X,dz). The quantized calculus on M associated to the new conformai structure has the same 3f, A, and representation of A in 3{ unchanged but the operator F is replaced by F' with
 F'= (aF + P)(PF + a)~l , a = (1 - m 2 ) " ^ 2 , p = m ( l - m 2 ) " 1 ' 2 . (2.47)
 Here m is the operator in = L 2 ( M , A1 T') given by the endomorphism of the vector bundle A1 T* = A ( 1 , 0 ) ® A ( 0 , I ) with matrix:
 m(z,z) — (2.48) 0 p(z, z) dz/dz
 p(z, z) dz/dz 0
 The crucial properties of the operator m G <C(D() are as follows:
 || m || < 1 , TO = m* , to/ = f m V / eA= C°°(M) (2.49)
 and the deformation (2.47) is a particular case of the
 P r o p o s i t i o n 2 . 3 Let -4 be. an involutive algebra of operators in 0( and
 N = A' = {T G £ ( 3 0 ; Ta = aT V a G A )
 the von Neumann algebra commutant of A.
 (1) The following formula defines an action of the. group G = GLi(N) of invertible elements of N on the operators F, that satisfy F = F', F2 = 1
 g(F) = (aF + 0)(PF + a)~i VgtG
 when a = ±(g - («,-')•), ft = I f o + («T1)'). (2) One has
 \g(F), a] = Y[F,a] Y' Va&A, where. Y = ({IF + a )* - l
 T h e last, equality shows that the transformation F —» g(F) preserves the condition
 \F.a\ G J (2.50)
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 for all two sided ideals J C £(DC). Only measurability of the Beltrami differ-ential /i is needed for m t;o satisfy (2.50), and similarly one only needs that the conformal structure on M is measurable in order to define the associated quantized calculus. Moreover, the second equality in Proposition 2.3 shows that the regularity condition on a 6 L°° (M) imposed by (2.50) only depends on the quasi-con formal structure on the manifold M (Conncs ct al. 1994). A local homeomorphism of R n is quasi-conformal if and only if there exists K < oo such that
 Hv(x) = Lim sup " ' ^ I v f ) - ; l x ~ y] = r) < K , V x € D o m a i n * . r _ o min{|<p(a:)- <p(y)|; \x-y\ = r }
 (2.51) A quasi-conformal structure on a topological manifold Mn is given by a quasi-conformal atlas. The discussion above applies to the general case (n even) (Connes ct al. 1994) and shows that the quantized calculus is well defined on all quasi-conformal manifolds. The result of D. Sullivan (1977) based on Kirbi (19G9) shows that all topological manifolds A/", n 4, admit a quasi-conformal structure. Using the quantized calculus and cyclic cohomology instead of the differential calculus and Chern Weil theory one gets (Connes ct al. 1994) a local formula for the topological Pontryagin classes of M".
 3 The local index formula and the transverse fundamental class
 In this section we show how the infinitesimal calculus allows us to go from local to global in the general framework of spectral triples (71, DC, D). We shall apply the general result to the cross product of a manifold by a group of diffeomorphisms.
 Let us make the following regularity hypothesis on (71, DC, D)
 « a n d [D,a] € f ] Dom Va 6 71 (3.1)
 where fi is the derivation 6(T) = [ |D | ,T] for any operator T. Let 'B denote the algebra generated by Sk(a), ¿ f c([£),a]). The dimension of
 a spectral triple is bounded above by p > 0 if and only if a(D + i ) - ' is an infinitesimal of order ^ for any a 6 71. When A is unital it depends only on the spectrum of D.
 The precise notion of dimension is given by the subset E C C of singularities of the analytic functions
 Cb(z) = Trace ( M D I - 2 ) ' R o Z>V < b e 'B • ( 3 - 2 )
 We assume that E is discrete and simple, i.e. that Q, can be extended to C / E with simple poles in E.
 We refer to Connes and Moscovici (1995) for the case of a spectrum with multiplicities.
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 Tin! FYedholm index of t in- operator D determines an additive map Ki (71) —> Z given by the equation
 V?(M) = Index ( P u P ) , u e GL^A) (3.3)
 wliere P is the projector P — . ^ — Sign (D ) . 'L'his map is calculated by the pairing of A'i(Tl) with the following cyclic
 cocyclo r ( a ° , . . . , a n ) = rI>ace ( a ° [ F , a 1 ] . . . [F ,a n ] ) V<P e A (3.4)
 where F = Sign D and n > p is an odd integer. It is difficult to compute r in general because the formula (3.4) employs the
 ordinary trace instead of the local trace /-. This problem is solved by the following general formula:
 T h e o r e m 3 . 1 (Connes and Moscovici, 1995). Let. (71,DC, D) be. a spectral triple satisfying the hypothesis (3.1) and (3.2).
 Then
 (1) The. equality
 j p = Res J =o T r a c e ( P | D | - i )
 defines a trace on the algebra generated by A, \D. A\ and |D|~, where z € C.
 (2) 'There is only a finite number of non-zero terms in the. following formula.
 It. defines the odd components (fn)n= 1 3 of a cocycle in the bicomplex
 (b,D) of A,
 c p „ ( a ° , . . . , a " ) = • l a ° \ D , a l ] { k ' K . . [ D , a n ] ( k " ) | jD | _ "~ 2 | f c | , k '
 Va> € 71
 where, the following notations aiv. used: T ( f c ) = V f c (T) and V ( T ) = D2T -TD2, k is a multi-index, |/c| = k\ + . . . + kn,
 Cn,k = ( - l ) ' f c | s/2i(k\ \... A:,,!)-1
 x((ki + 1 ) . • - (fc, + k, + ... + kn 4- n ) ) - ! r ( | * | + .
 (3) The pairing of the cyclic colwmology class (¡pn) € I1C'(A) with Ki(A) gives the Fre.dh.olm index of D with coefficients in A'i(Tl).
 Let us recall that the bicomplex (b, 13) is given by the following operators acting 011 multi-linear forms 011 71,
 71
 (M(a0,...,a»+') = y<p(a° a? a?" a"+1) 0
 + ( - l ) n + lv ? ( a n " H a ° V a") (3.5)
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 B = ABo,
 Bo<p(a° a"*'1) = <fi(I,a0 a""1) - ( - 1 ) " , • • • , « " " 1 , 1 ) , n - I
 (Aip)(a°,... , a n _ 1 ) = (3.6) o
 For the normalization of the pairing between HC* and A" (71) see Connes (1994).
 Remarks (a) The statement of Theorem 3.1 remains valid when D is replaced by D\D\a,
 a>0. (b) In the even case, i.e. when "}{. is Z /2 graded by 7,
 7 = 7 " , 7 2 = 1, 7 0 = 07 Va € 71, 7 Z ) = — £ > 7 ,
 there is an analogous formula for a cocycle (<£„), » even, which gives the Fredholm index of D with coeificients in KQ. However, <po is not expressed in terms of the residue f- because it is not local for a finite dimensional Df (cf. Connes and Moscovici, 1995).
 (c) There exists an analogous formula for the case when the dimension spectrum E has multiplicities. There are some correction terms, their number is finite and bounded independently of the multiplicity, cf. Connes and Moscovici (1995).
 The dimension spectrum of a manifold M is the set { 0 , 1 , . . . , n}, n = dim A/; it is simple. Multiplicities appear for singular manifolds. Cantor sets provide examples of complex points z R in the dimension spectrum.
 Starting from a manifold M we are going to perform a general geometrical construction which will yield a spectral triple satisfying the above hypothesis (3.1) and (3.2) and give the fundamental class in /f-homology of a /("-oriented manifold M without breaking the symmetry of Di f f + (A/ ) , the group of diffeo-morphisms of M which preserve /{"-orientation. More precisely, we are looking for a spectral triple, (C°°(M), 3C, D), in the same A'-homology class as the Dirac operator associated to a Riemannian metric (cf. (1.12) and (1.13)) but which is equivariant under the act ion of the group D i f f + ( M ) in the sense of Kasparov (1980). This means that one has a unitary representation <p — • U(<p) of Diff ( M ) in JC such that
 U(<p)fU{tp)-1 = f o p - 1 V / € C°°(Ai) , ip 6 D i f f + (A/ ) (3.7)
 and U{<p) DU{ip)~1 - D is bounded for all y> e Diff + ( M ) . (3.8)
 When D is the Dirac operator associated to a Riemannian structure, the prin-cipal symbol of D in turn determines the Riemannian metric and hence diffeo-morphisms which satisfy (3.8) are isometrics.
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 A solution to this problem is essential in order to define the transverse ge-ometry of foliations. It is obtained in two steps. The first step consists of using the negative curvature metric 011 GL(n)/0(n) and the "dual Dirac" operator of Miscenko and Kasparov (Connes, 1980) to reduce the problem to the action of l ) i f f f (A7) 011 the total space P of the bundle of metrics over M. The second step, following the idea of Hilsurn and Skandalis (1987), is to use hypoelliptic operators to construct D 011 P.
 Although the equivariant geometry obtained 011 P is finite dimensional and satisfies hypothesis (3.1) and (3.2), the geometry obtained for M by using the in-tersection product with the "dual Dirac" is infinite dimensional and 0-suminable,
 T r a c e ( e - f i D * ) < 00 V 0 > 0 . (3 .9 )
 By construction the fibre of P —> A/ is the quotient F/()(n) of the GL(n)-principal bundle F of frames 011 M by the action of the orthogonal group O(n) C GL(n). The space P admits a canonical foliation: the vertical foliation V c TP, V = KerTr. and on the fibres V and on N ( T P ) / V the following Euclidean structures. A choice of (7L(n)-invariant Riemannian metric 011 GL(n)/0(n) determines a metric on V. The metric on N is defined tautologically: for every p e P one has a metric on T„(p ) (M) which is isomorphic to Np by IT,.
 This construction is functorial for diffeomorphisms on M . The hypoelliptic calculus adapted to this structure is a particular case of the
 pseudodifferential calculus 011 Heisenberg manifolds (Beals and Greiner, 1988). One simply modifies the notion of homogeneity of symbols o(p,£) by using the following homotheties:
 A £ = (AG,A'2e.) V A e R ; (3.10)
 where are vertical and perpendicular to vertical components of the co-vector The formula (3.10) depends on local coordinates ( x „ , x „ ) adapted to the vertical foliation, but the corresponding pseudodifferential calculus does not depend upon this choice. The principal symbol of a hypoelliptic operator of order k is a function, homogeneous of degree k in the sense of (3.10) on the fibre V' © A^*. The distribution kernel k(x, y) of a pseudodifferential operator T in this hypoelliptic calculus has the following behaviour near the diagonal
 k(x, y) ~ J Z a ^ x . x — y) - a(x) l og |x - y|' + 0 ( 1) (3.11)
 where aj is homogeneous of degree (—j) in (x y) in the sense of (3.10) and where the metric |x — y\' is locally of the form
 |x - y\' = ( (x u - yv)* + ( x n - i /n ) 2 ) 1 / 4 • (3-12)
 As in ordinary pseudodifferential calculus the residue.is extended to operators of all degrees and is given by the equality
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 where the 1-density a(x) does not flepend on the choice of metric | |' and where v = dim V, m = dim N and v + 2m is the HausdorIF dimension of the metric space (P, | |').
 T h e operator D is defined by the equation D\D\ = Q where Q is a differential hypoelliptic operator of degree 2. For v even, Q is obtained by combining the signature operator dydy — dydy with the transverse Dirac operator, where dv is the vertical differential. (We use the metaplectic cover Mt(n) of GL(n) to define the spin structure on M.) The explicit formula for Q uses an affine connection on M. The choice of t his connection does not affect the principal hypoelliptic symbol of Q and therefore of D which ensures that D is invariant as in (3.8) under diffeomorphisms of M .
 Let us give the explicit formula for Q in the case n - 1, i.e. for M = Sl. We replace P by the suspension SP = R x P in order to consider the case where the vertical dimension is even. A point of SP = R x P is parametrized by three coordinates a E R and p = (s,0) where 0 E S 1 and s 6 R defines the metric ei3(dO)2 for 0 € 5 l .
 W<; endow SP with the measure v — dadsdO and represent the algebra C™(SP) by multiplication operators on 0( = L2{SP, v) ® C 2 . Functoriality of the construction above gives the following unitary representation of the group D i f f + ( 5 ' ) ,
 ( t / f a ) - l £ ) ( a , ( ? ) = v'{0)"2 C(a, s - log <p'(d), <p{0)). (3.14)
 The operator Q is given by the formula
 Q = - 2 d a d s o , + j e r * d 0 O 2 + [d'i - - ^ a3 (3.15)
 where 01,02,03 6 jV/2(C) are the three Pauli matrices. In the hypoelliptic calculus the operator do has degree 2 which shows the
 hypoellipticity of Q. A long calculation gives the following result (Connes and Moscovici, 1997):
 T h e o r e m 3 . 2 Let A be the crossed product ofC^(SP) by Di f f + ( .S ' ) .
 (1) The spectral triple (A, OLD) (where A acts onOi by (3.14) and D\D\ =Q) satisfies the hypotheses (3.1) and (3.2); its dimension spectrum is E = { 0 , 1 , 2 , 3 , 4 } .
 (2) The only nonzero term of the associated cocyclc Theorem 3.1 is 93, which is cohomologous to 2ip, where il> is the 3-cycl ic cocyclc. of the transversal fundamental class of the crossed product.
 From Theorem 3.1 follows the integrality of 'hp. i.e. that the pairing (2 xj>, 1<\(A)) is an integer. The 3-cocycle >j> is given by the following formula (cf. Connes, 1994)
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 WUivo), /'*/(*,), f2U(<p2), f:iU(<p3))
 I 0 if <P0<P1<P2<P3 i 1 1 n lfix \ fh°dhlAdh2/\dh3 \( <P0<P1<P2<P3 = I J
 w l i e r e
 /2° = /l1 = / r = = .
 T h e homology between and 2ip involves the action of the Hopf algebra gen-
 erated by the following linear transformations of the algebra A (for the relation
 of 63 to t h e Godbi l lon-Vey invariant see Connes, 1994)
 6i(fU(<p)) = (daf)U(<p), 62(fU(<p)) = (dsf)U(<p), (3.17)
 HfU(<p)) = fe-° do \og(<p-1)' U(V), X{fU{V)) = e-*(d0 f ) U(<p).
 T h e compatibi l i ty with the multiplication in A is given by t h e coproduct rules
 A6j =6j®l + l <S>6j j = 1 , 2 , 3 (3.18)
 (i.e. 6j are derivations in 71)
 AX = X ® 1 + 1 ® X - 63 ® ¿2 - (3-19)
 T h e last equation shows that X is of degree 2 not only from its degree as a pseudodifferential operator in the hypoelliptic calculus but also in an algebraic manner since AA' involves a tensor product of two derivations.
 4 The notion of manifold and the axioms of geometry Let us first characterize the spectral triples corresponding to ordinary Rieman-nian geometry (Theorem 4.1 below). Let the dimension n be given and (A, D)
 be a spectral triple with Z/2-grading 7 when 71 is even. T h e axioms for commutative geometry are the following:
 (1) (Dimension) ds = D~] is an infinitesimal of order
 (2) (Order one) [[£>, / ] , g ] = 0 V / , g 6 A.
 (3) (Smoothness) For all f € 71, both / and \D,f] belong to f | Domain 6k, k
 where <5 is the derivation 6(T) = [ |D | ,T ) .
 (4) (Orientabil ity) There exists a Hochschild cocycle c € Z„(A,A) such that
 7r(c) = 1 (71 odd) or TT(C) = 7 (N even), where 7r: yi®(»+1> - » ¿ ( f t ) is the
 unique linear map such that
 T ^ « 0 ® « 1 ® . . . ® o " ) = a ° | D , a ' ] . . . [ Z ? , a n ] Va> € A.
 (5) (Finiteness) T h e 7l -module £ = p) Domain Dk is finite projective. T h e k
 following identity defines a Hermitian structure on £ ,
 (a£, i]) = J a ( C , 7 7 ) ds" 7/ € £ , a 6 71.
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 (0) (Poinc:ar6 duality) Tin- intersection form A*.(71) x A*.(7l) —> Z given by the composit ion of the FYedholm index of D with the diagonal,
 in. : K.(A) x K,(A) - K.(A ®7l) — K.{A),
 is invcrtible.
 (7) (Reality) There exists an antilinear isometry J on IK such that
 Ja'J'1 = a V a e T l and J2 = e, JD = e'DJ, J-y = e"-yJ
 where the values of £ ,£ ' ,E" € { — 1 ,1} are given by the table (1.16) as functions of n modulo 8.
 Axioms (2) and (4) describe the presentation of the abstract algebra denoted by (71 ,ds) generated by A and ds = D~l.
 T h e o r e m 4 . 1 Let A — C°°(M), inhere M is a compact, smooth manifold.
 (1) Let ~r be. a unitary representation of (A,ds) satisfying Axioms (1) to (7). Then there exists a unique Riemannian structure g on M such that the geodesic distance is given by
 d{x, y) = Sup ( | a ( i ) — a(y)\; a e A , | | [D,a] | | < 1} .
 (2) The metric g = g(ir) depends only on the. unitart/ equivalence class of IT. Fibres of the map {unitary equivalence classes} —> g(n) aw a finite union of affine spaces A„ parametrized by the spin structures o on M.
 (3) The functional J-ds"~2 is a positive quadratic form on each Aa with a unique minimum TTa.
 (4) 7ra is the representation of (A,ds) in L~(M,S„) given by multiplication operators and the Dirac operator associated to the Levi-Civita connection of the metric g.
 (5) The. value of /- dsn~2 in ira is the Hilbert-Einstein action of the metric g,
 j-dsn~2 = -C, , I r Yfg dnx , Cn = ^ (4TT)-"/2 2l»/2l r ( f + l ) ~ ' .
 To understand the meaning of this theorem consider the simplest example, namely, the verification that the geometry of the circle 5 ' of length 2n is com-pletely specified by the presentation:
 U~l{D,U] = 1 , where UU' = U'U = 1. (4.1)
 Then the algebra A is the algebra of smooth functions of the single element U. One has S[ = Spectrum (71) and the equality (4.1) is the simplest case of Axiom (4).
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 Remarks (a ) We should not have; to assume in the statement of Theorem 4.1 that the
 algebra A is equal to the algebra of smooth functions on a manifold. For a commutative A it should in fact follow from the axioms that, the spectrum of A is a smooth manifold M and that ./I = C°°(A/) . From Axioms (3) and (5) it follows that if A" is the von Neumann algebra generated by A (A" is the weak closure and the bicommutant of A in IK) one has
 A = | T e A"; T € f | Dom 6k I (4.2) I fc>o J
 A Ls uniquely specified inside A" by fixing D (i.e. the geometry {A, IK, D) is determined by (A",0(, £>)). This also implies that A is stable under the smooth functional calculus in its norm closure A = A and in particular
 Spectrum A = Spectrum A . (4.3)
 Let X = Spectrum A. It is a compact space. One should deduce from the axioms that the map from X to R A given by aJ
 t € A (the components of the Hochschild cocycle c given by Axiom (4)) is an embedding of X as a smooth submanifold of R N (cf. Proposition 15, p. 312, Connes, 1994).
 (b) Let us recall that a Hochschild cycle c € Z,t(A,A) is an element of _/l0(" + 1 ) , c = ft? ® a" such that be = 0, where b is the linear map b : y i®"+ 1 — A®" (cf. (3.5)). T h e class of the Hochschild cycle c deter-mines the volume form.
 (c) We use the convention that the scalar curvature r is positive for the sphere S n , in particular, the sign of the action f dsn~2 is the correct one for the Euclidean formulation of gravity. For example for n = 4 the Hilbert Einstein action
 coincides with the area -p f ds2 in Planck units.
 (d ) When M is a spin manifold the map n —» g(ir) of Theorem 4.1 is surjective and if one fixes the cycle c e Ztl(A,A) its image is the set of metrics whose volume form (Remark (b)) is given by the class of c.
 ( e ) If one omits Axiom (7) , one gets a result analogous to Theorem 4.1 replacing spin structures by spinc-structures (Lawson and Michelson, 1989), but then there will no longer be uniqueness in Theorem 4.1 (3) because of the choice of spin connection.
 ( f ) It follows from Axiom (1) (see Theorem 8, p. 309, Connes, 1994) that the operators ads", a € are automatically measurable so that f is well defined in Axiom (5).
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 Now let. us consider (.ho general noncommutativc case. Given an involutive algebra of operators A on the Hilbert space OC, Toinita's theory associates to all vectors £ e OC, cyclic for A and for its connnutant A'
 A i = OC, ~JVl = OC (4.4)
 an antilinear isometric involution ./ : OC —• OC obtained from the polar decompo-sition of the operator
 S a £ = a 'S Va e 71 . (4.5)
 It satisfies the following commutation relation:
 J A" J"1 — A'. (4.6)
 In particular [«,/;°J = 0 V a , ò e 71 where
 b° = Jb'J-1 VbeA (4.7)
 so IK becomes an 71-bimodule using the representation of the opposite algebra 71° given by (4.7). There is no difference between module and bimodule structures in the commutative case because one h;us a0 — a Va € A.
 Toinita's theorem is the key ingredient which guarantees the substance of the axioms in the general case. The axioms (1), (3), and (5) are left untouched, but in the axiom of reality (7) the equality J a' J~x = a Va € 71 is replaced by
 (7') [«,b°] = 0 V a , b e A where b° = Jb\1~l
 also Axiom (2) (order one) becomes
 (2') [[£>,a],6°] = 0 V a , 6 e 71.
 (Notice that since a and b° commute (2') is equivalent to [[£>, a0] , b] = 0 Va, b € 71.)
 The Hilbert space IK becomes an 7i-bimodule by Axiom (7') and gives a class n of KR n -homology for the algebra 71 ® 7 l ° equipped with the antilinear automorphism r.
 T(x®y°) = y' g>.T*u.
 The Kasparov intersection product (Kasparov. 1980) allows one to formulate Poincaré duality in terms of the; invertibility of //,
 (6') 30 € K/?„ (7l° ® 71). 0®AH = ÌÌUO , li ®A» 0 = idyi .
 It implies the isomorphism K . (71) A" (71). The intersection form
 A".(71) x K.(A) -> Z
 is obtained from the Fredholm index of D with coefficients in A".(7l ®7l° ) . Note that it is defined without using the diagonal map m : 71 ® 71 — • 71, which is not a hornomorphism in the noncommutativc case. This form is quadratic or symplectic according t o the value of u modulo 8.
 The Hochschild homology with coefficients in a bimodule makes perfect sense in the general case and Axiom (4) takes the following form:
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 ('I') There exists a Hochschik! cycle c G Z„(7t,7l ® 71°) such that TT(C) = 1 (71 odd), or n(c) = 7 (71 even)
 (where A is the 7l-bimodule obtained by restriction of the structure of the A ® 7l°-bimodulc of A ® 7 l ° to the subalgebra A ® 1 C 71 ® 71°, i.e.
 a (ft ® c°)d = abd ® c° Va,b,c,d € A).
 Axioms (1), (3) and (5) are unchanged in the noncommutative setting. The proof showing that the operators a(ds)", (a G 71), are measurable stays valid in general.
 We adopt Axioms (1), (2'), (3), (4'), (5), (C) and (7') in the general case as a definition of a spectral manifold of dimension n. After fixing t he algebra 71 one can talk about the spectral geometry of 71 ¡is in (1.20) and (1.21). One can show that the von Neumann algebra 71" generated by 71 in i f is automatically finite and hyperfinite and there is a complete list of such algebras up to isomorphism (Connes, 1994). The algebra 71 is stable under smooth functional calculus in its norm closure A = 71 so that; A",(7l) ~ Kj(A), i.e. K3(71) depends only on the underlying topology (defined by the C' algebra .4). The integer \ = (p,0) G Z gives the Euler characteristic in the form
 X = Rank A'0(7l) Rank A', (71)
 and Theorem 3.1 gives a local formula for it. The group of automorphisms of the involutive algebra 71, Aut(7l), in general
 plays the role of the group of diffcomorphisms, Diff(A/) , of a manifold M. (There is a canonical isomorphism Dilf(A/) —> A u t ( C ° ° ( M ) ) given by
 = V / G C°°(M) , v? e Di f f (Ai ) . )
 In the general noncommutative case, parallel to the normal subgroup Int.71 C AutTl of inner automorphisms of 71,
 a ( f ) = ufu' V / e 7 i (4.8)
 where u is a unitary element of 71 (i.e. uu' = u'u - 1), there exists a natural foliation of the space of spectral geometries 011 A by equivalence classes of in-ner deformations of a given geometry. Such a deformation is obtained by the following formula without modifying either the representation of 71 in or the antilinear isometry ./
 D - > D + A + .JAJ-1 (4.9)
 where A — A' is an arbitrary self-adjoint operator of the form
 .4 = 5]a, \D.bi ] , a,,ft, G A. (4.10)
 The newly obtained spectral triple also satisfies Axioms (1) through (7').
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 The action of the group Int.(71) on t he spectral geometries (cf. (1.21)) is simply the following gauge transformation of A
 7 « M ) = U[D, U'\ + uAV:. (4.11)
 The required unitary equivalence is implemented by the following representation of the unitary group of 71 in JC,
 u - » u J u J ~ x = « (u* ) ° . (4.12)
 The transformation (4.9) is the identity operator for the usual Riemannian case. To get a nontrivial example it suffices to consider the product of a Rie-mannian triple by the unique spectral geometry on the finite-dimensional al-gebra Ay = A/,v(C) of N x N matrices on C, N > 2. One then has 71 = C°°(M) ® AF, Int(7l) = C°°(M, PSU(N)) and inner deformations of the ge-ometry are parametrized by the gauge potentials for the gauge theory of the group SU(N). The space of pure states of the algebra 71, P(7l) , is the product P = M x PN_j(C) and the metric on P(A) determined by the formula (1.10) depends on the gauge potential A. It coincides with the Carnot metric (Gro-mov, 1994) on P defined by the horizontal distribution given by the connection associated to A, cf. Connes (1997). The group Aut(7l) of automorphisms of 71 is the following semi-direct product
 A u t ( 7 l ) ; = l i x D i f f ( M ) (4.13)
 of the local gauge transformation group Int(7i) by the group of diffeomorphisms. In dimension n = 4, the Hilbert. Einstein action functional for the Riemannian metric and the Yang-Mills action for the vector potential A appear in the asymp-totic expansion in j of the number N(A) of eigenvalues of D which are < A. One regularizes this expression by replacing it by
 Trace ™ ( J ^ j ( 4 1 4 )
 where zo e ( ^ ( R ) is an even function which is I on [ - 1 , 1 ] , cf. Chamseddine and Connes (1997). Other nonzero terms in the asymptotic expansion are cos-mological, Weyl gravity and topological terms.
 A more sophisticated example of a spectral manifold is provided by the non-connnutative torus Tjj. The parameter 0 € R / Z defines the following deformation of the algebra of smooth functions on the torus T 2 , with generators U, V. The relations
 VU = exp2ni0 UV and UU' = U'U = 1 , VV* = V'V = 1 (4.15)
 define the presentation of the involutive algebra 7lo = {Ea„,mC/"V"1; a = (a„ , m ) € S (Z 2 ) } where .S'(Z2) is the Schwartz space of sequences with rapid
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 decay. Geometries on T j arc parametrized by complex numbers r with positive imaginary part ius in the case of elliptic curves. Up to isometry the geometry depends only on the orbit of r under the action of PSL(2,Z) (Connes, 1994). However, a new phenomenon appears in the noncommutative case, namely, the Morita equivalence which relates the algebras 71«, and AQ,2 if 0\ and 02 are in t he same orbit of the PSL(2,Z.) action on K (Rieffel, 1974; 1981).
 Given a spectral manifold (71, IK, D) and the Morita equivalence between A and an algebra IB where
 '£ = E i u U ( £ ) (4.1G)
 where £ is a finite, projective, Hermitian right 71-module, one gets a spectral geometry on IB by the choice of a Hermitian connection on £. Such a connection V is a linear map V : £ —• £ f2[> satisfying the rules (Connes, 1994)
 V(£a) = (V£)a + £ ® da € £ , a e 7t (4.17)
 ( t , V 7 ; ) - ( V £ , 7 > ) = d(Z,T]) V£ ,7> € £ ( 4 . 1 8 )
 where da = \D, a) and where ft}, C -C(IK) is the Tl-bimodule generated by oper-ators of the form (4.10).
 Any algebra 71 is Morita equivalent to itself (with £ - 71) and when one applies the above construction one gets exactly the inner deformations of the spectral geometry.
 5 The spectral geometry of space-time The experimental and theoretical data which one has about the structure of space-t ime is summarized in the following action functional:
 £ = + + L a ^ + £v> + £ v / + £ / (5.1)
 where
 L e = " o b / ^ ' 1 * is the Hilbert-Einstein action while the five other terms constitute the standard model of particle physics with minimal coupling to gravity. Besides the metric g,t„ this Lagrangian involves several bosonic and fermionic fields. Spin 1 bosons are the photon 7, the intermediate bosons IV'1 and Z, and the eight gluons. The zero spin bosons are the Higgs fields (p which are introduced in order to provide masses to various particles through the mechanism of spontaneous symmetry breaking without contradicting the renormalizability of nonabelian gauge fields. All fermions have spin \ and form three families of quarks and leptons.
 The fields involved in the standard model have a priori a completely different status from the one of the metric a,,,,. The symmetry group of these fields, namely, the group of local gauge transformations:
 U = C°°(M,U(l) x SU{2) x 51 / (3 ) ) ( 5 . 2 )
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 is u priori quite different. from I In- group Dilf(j\7) of symmetries of the total Lagrangian £/.;. The natural group of synnnel ties o f £ is the semi-direct product 11 X j D i f T ( M ) = G of U by the natural action of Di f f (M) by automorphisms of 11. The lirsl. requirement if one wants to obtain a pure geometrical understanding of L unifying gauge theory with gravity is to find a geometric space A' such that G = Diff(A'). This determines the algebra A 1
 A = C°°(M) ®Ay, A,, = C f i ) l e A / 3 ( C ) (5.3)
 [ (the where the involutive algebra A y is the direct sum of the algebras C, quaternions), and M3(C) of 3 x 3 complex matrices.
 The algebra Ay corresponds to a finite, space where the standard model fermions and the Yukawa parameters (masses of fennions and mixing matrix of Kobayashi Maskawa) determine the spectral geometry in the following manner. The I filbert space is finite dimensional and admits the set of elementary fermions as a basis. For example for the first generation of leptons this set is
 ('L, en, t/L. e/,, eu, vL. (5.4)
 The algebra Ay admits a natural representation in OCy (see Connes, 1997). Denote by Jy the unique antilinear involution which exchanges / and / for all vectors in the base. One checks the commutation relation
 [a, .76*.7" 1 = 0 Va, b € Ay, (5.5)
 matrix
 which shows that Axiom (2) holds. The operator Dy is given simply by the "Y 0'
 where Y is the Yukawa coupling matrix. The detailed structure . 0 y .
 of Y (and in particular the fact that colour is not broken) allows one to check the following relation
 [\Dy,a],b°\ = 0 Va, b £ Ay. (5.6)
 The natural Z/2-grading of 0 ( y gives 1 for left-handed fermions (e/,, / / / , . . . ) and - 1 for right handed fermions; one has
 7/- = se° where e = (1, - 1 , 1 ) e Ay . (5.7)
 We refer to Connes (1997) for the verification of the axioms (1) through (7'). The only drawback of this construction is that the number of families introduces a multiplicity in the intersection form, /C()(./l) x A'0(./I) —> Z, given by an integer multiple of the matrix
 " - 1 1 - 1 1 0 1 (5.8)
 - 1 1 0
 'taking into account tin; liflin;; of difTcoinorpliisms to the spinors
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 We will dwell on t he significance of the specific spectral geometry (71/.-, Oiy, Dy) at the end of this article.
 The next step consists of the computation of internal deformations (formula (4.9)) of the product geometry M x F where M is a 4-dimensional Riemannian spin manifold. The computation gives the standard model gauge bosons 7, IF* , Z, the eight gluons and the Higgs fields <p with accurate quantum numbers. It also shows that
 where D = D0 + A + JAJ~l is the inner deformation of the product geometry (given by the operator Do = tf 1 + 75 <8> Dy).
 The product structure of M x F gives a bigrading of iVD and a decomposition A = + / 1 ( ( U ) of A which corresponds to the decomposition (5.9). The term , 4 (1 .0 ) js (,| le S ( | | n 0 f t | ) e vector potentials of all spin 1 bosons, the term /l^0'1* is the Higgs boson which appears from the finite space (Ay.Jly, Dy) as finite difference terms. This bigrading exists also on {}2
 D, the analogue of '2-forins (Connes, 1994), and decomposes the curvature 0 = dA + A1 in three terms 0 = 0{2'{))
 + 0(0,2)) w | ) i c | j a r c paiiwise orthogonal with respect to the scalar product
 Hence, the Yang-Mills action, (0,0) = J 02 ds'\ also decomposes into the sum of three terms. One can show that these terms are £<7, -Gov and respectively (Connes, 1994).
 The Yang-Mills action •f02ds'1 uses the decomposition D = Dq + A + JAJ~l
 and hence depends 011 more than just the geometry fixed by D. Since we want to unify matter with gravity by an action which is purely geometric we need a better formula that only involves D alone. In the simplest case, as shown in formula (4.14), the sum £/.; + appears directly in the asymptotic expansion of the number of eigenvalues of D which are smaller than A. The same principle (cf. Chamseddine and Connes, 1997) applies to the standard model and it; is governed by the following functional
 whose asymptotic expansion (Chamseddine and Connes, 1997) gives our original Lagrangian £ (5.1) together with a Weyl gravity term and a term in r<p2, the only term which could be added to £ without changing the standard model. For the physical interpretation of this result, see Chamseddine and Connes (1997).
 The finite geometry (Ay,'J(y, Dy) above was dictated by the experimental results, encapsulated in the details of the standard model. One still has to understand its conceptual significance using as a tool the analogue of Lie groups in noncommutative geometry, i.e. the quantum groups. A simple fact (cf. Manin, 1988) is that the spin cover Spin(4) of S'0(4) is not the maximal cover in the
 £y5/ + £ / = Dil>) (5.9)
 (5.10)
 (5.11)
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 quantum group category. One lias Spin('l) = SU('2) x SU(2) and the group SU(2) admits according to Lusztig a finite cover of ( lie form (Frobenius at oo):
 1 - > / / - > SU(2), -> 5 i / ( 2 ) -> 1 (5.12)
 where q is a root of unity, q'" = 1, rn odd. The simplest case is in — 3, <1 = exp (^f 1 ) - The finite quantum group / / has a finite dimensional Hopf algebra very similar to Ap, and the spinor representation of if defines a bimodule whose structure is very similar to the A /.'-bimodule Dip. This suggests that we extend spin geometry (Lawson and Michelson, 1989) to quantum covers of the spin group. This requires for the description of principal G bundles the introduction of a minimum of noncommutativity (of the type C"°(M) <8>Ap) in the algebras of functions.
 Finally let us mention that we neglected the important difference between Rieinannian and Lorentzian signatures in this article.
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 H e l m u t Fr i edr i ch Albert-Einstein-Instituí, Max- Planck- Instilut fiir Gravitationsphysik,
 Schlaatzweg 1, 1J,473 Potsdam, Germany
 Abstract The status of Penrose's idea of asymptotic simplicity is reviewed. The
 underlying relationship between liinstcin's equation and the confornial structure of its solutions is discussed.
 L Introduction Locally, Einstein propagation is governed by the null cone structure or, equiva-lent^, the confornial geometry of the solutions. The "physical" characteristics of the Einstein equation, i.e. those which are independent of gauge conditions or specific representations of the equation, are the null hypersurfaces of its solutions.
 Considering now gravitational fields at larger scales, we may expect the re-lation between Einstein propagation and confornial geometry to get blurred due to the variation of the null cone structure in the course of its evolution. That there might also be a tight relationship between the confornial structure of the solutions and the propagational properties of the Einstein equation in t he large was realized by Roger Penrose.
 His idea of "asymptotic simplicity" was one of t he important results of an intensive discussion about gravitational radiation and asymptotic structure of gravitational fields in the late 1950s and the early 1960s. For an account of this development and the ideas which went into it. 1 refer to Friedrich (1992), which also contains the basic references.
 Today it. appears obvious that any notion of gravitational radiation in the non-linear theory must be closely tied up with the null geometry of the field and if one wished to analyse the asymptotic behaviour of gravitational waves which are emitted from a compact radiating system, one would have to examine the propagat ion of the field in null directions, ft is not so clear, however, what kind of asymptotic behaviour of the field one could expect, and how to characterize it. in a precise way.
 P e n r o s e c o n j e c t u r e ( P e n r o s e 1 9 0 3 ) The asymptotic structure of gravita-tional fields in null directions can be characterized by the requirement that the confornial .structure, be smoothly extendible through null infinity.
 The word conjecture is used here for easy reference; perhaps it is not the most
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 suitable one. The beauty and elegance of the idea, which is so much in accordance with the geometric nature of Einstein's theory, should have a persuasive appeal to every geometrically oriented mind.
 There remained open questions though and tlu; purpose of this article is to review the status of the conjecture. This will be done with a bias towards my own interests which are concerned as much with the interplay between Ein-stein's equation and conformal structure in general as with the specific question concerning the asymptotic behaviour of gravitational fields. For a view on the subject from a different angle I refer to the recent article by Bicak (199G).
 2 Asymptotic simplicity and conformal Einstein equations The concise form in which the conjecture has been presented above is not detailed enough for further discussions. Therefore I shall recall the precise formulation of the idea as given in Penrose (1963, 1965) and later literature.
 Suppose that ( M , g) is a smooth, connected, 4-dimensional Lorentz space. It is called "asymptotically simple" if it admits a smooth "conformal extension" (M,g,fl) with the following properties.
 ( i ) ( M , g ) is a smooth, orient,able, t ime orientable Lorentz space, possibly with boundary, which satisfies the causality condition, i i is a smooth real func-tion on M with non-empty set of zeros.
 ( i i) There is a smooth embedding <I> : M —» M with <I>(A'/) a component of the set {ft > 0} such that its boundary in A/ is contained in {i l = 0} . We use <I> to identify M with <I>(A/) and set 3 = {/> 6 dM : Q(p) = 0, dfl(p) 0}. This set is called the "conformal boundary" of ( M , g ) and also referred to as "scri".
 ( i i i ) The embedding is conformal such that
 g = 9.2g on M. (2.1)
 ( i v ) Any null geodesic of [M,g) acquires on 3 an endpoint in the past and an endpoint in the future.
 (v ) The space (M,g) satisfies in a neighbourhood of 3 Einstein's equation
 Ric(g) = Xg (2.2)
 with cosmological constant A. If A = 0, we call ( M , g ) also "asymptotically flat".
 The conditions imply that all null geodesies are complete. The conformal boundary forms a smooth hypersurface in M generated by the endpoints of null geodesies in the infinite past and future respectively. The conditions above are not violated, if the function f> is replaced by (-) i l with some function 0 > 0. Therefore the definition involves in fact only the conformal structure of ( M , g ) . Of course, the region in M beyond the closure of M is not determined by the conformal structure of ( M , g ) .
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 in many circumstances it is useful to relax the requirements. As an example, the completeness condition (iv) may be weakened to allow for the occurrence of black holes and singularities. Furthermore, we may require lower smoothness for the space ( M , g ) and, separately, for the conformal extension. What exactly should be stipulated here remains largely a matter of taste and convenience as long as field equations are not involved.
 Most important for us is that the existence of a smooth conformal extension entails a certain fall-off behaviour of the "physical" metric g near scri. In a sense, conditions (i) to (iv) characterize the fall-off condition in a most precise way. No freedom is left for further specification. Apart from its precision and elegance, this geometric way of describing the asymptotic behaviour has many technical advantages. This has already been discussed in Penrose (1963, 1965).
 On the other hand, we require in (v) Einstein's equation (2.2) to hold near scri. It. impresses its own specific fall-off condition on the field. That this should match exactly with the geometric conditions (i) to (iv) is the gist of the Penrose conjecture.
 Even the Cauchy problem local in time for Einstein's equation was not com-pletely understood at the time when the idea of asymptotic simplicity was put forward. There was no way to derive any result of a global nature. The rigorous analysis of the behaviour of solutions "locally" near some point on the conformal boundary appeared out of reach. Moreover, in some cases the confonnal bound-ary necessarily consists of a component in the infinite past, and a component in the infinite future. Specifying the behaviour of the field in these regions with such a degree of precision must have been considered by those working with standard P D E methods as a very bold act indeed. Though there was a certain amount of evidence in favour of it, the conjecture remained controversial.
 The situation has changed in recent years. There are now theorems avail-able which guarantee the existence of general classes of asymptotically simple space-times. We also have a clear understanding of the structural basis for the specific asymptotic properties of these solutions. The existence proofs are based on the use of "conformal representations of the Einstein equation" (Friedrich 1981, 1995). In such a representation the Einstein equation (2.2) is replaced by a system of equations for the conformal metric g, the conformal factor il, possibly a torsion free conformal connection V (see below), and a number of fields derived from them, in particular the rescaled confonnal Weyl tensor d1' ,,\p = C1' „Ap-ia regions where the conformal factor does not vanish this system is equivalent to Einstein's equation. The system implies, after a suitable choice of gauge, propa-gation equations which are hyperbolic, irrespective of the sign of the conformal factor. We refer briefly to any such system as the "conformal Einstein equations". The derivation of these representations includes as an important ingredient the covariant transformation law under conformal rescalings of the Bianchi equation for the conformal Weyl tensor. The importance of this confonnal covariance has already been emphasized in Penrose (1965).
 I shall discuss situations which are close to or modelled after the conformally
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 flat, simply connected, geodesieally complete, asymptotically simple standard solutions to (2.2) which are also spaces of highest possible symmetry: de Sitter space, anti-tie Sitter covering space (AdS), and Minkowski space.
 It has been observed in Penrose (1965) that the causal nature of the con-formal boundary is determined by the sign of the cOsmological constant. As a consequence the three cases above are not only distinguished by the sign of the cosmological constant but present problems of increasing difficulty. Each of them requires new insights into the "confonnal structure of Einstein's equation".
 3 De Sitter-type space-times We consider first de Sitter space-time. It can be characterized as the maximal solution to Einstein's field equations (2.2) with cosmological constant A < 0 which is determined by Cauchy data (S,h,x), where the initial hypersurface S is dilfeomorphic to S3, the metric h is the standard metric on the unit 3-sphere, and the extrinsic curvature y vanishes. In this case we have a very concise result.
 T h e o r e m 3 .1 . (Pr i edr i ch 1986) Solutions to Einstein's field equation (2.2) arising from Cauehy data sufficiently close, to de. Sitter data are asymptotically
 * simple.
 General stability results for solutions to hyperbolic equations allow us to show the existence of solutions to the confonnal field equations which are close to confonnal de Sitter space and extend beyond the set 3 = {ft = 0}. The confonnal field equations themselves imply then that <lil -f- 0 on 3 and we can conclude that t his set represents the confonnal boundary of the physical space-time we have constructed. Important for the conciseness of our statement is also the compactness of the initial hypersurface; asymptotic conditions for the initial data need not be considered here.
 The theorem shows that asymptotic simplicity is stable under small but finite perturbations of the de Sitter data. I shall not dwell on the generalizations of this result. They can be found in the references.
 4 Anti-de Sitter-type space-times We consider now solutions of (2.2) with positive cosmological constant. In this case the conformal boundary 3 is a time-like hypersurface at null and space-like infinity. This implies that such solutions are not globally hyperbolic and it indicates that we need to consider initial boundary value problems if we want to analyse general solutions. The data need to be given on a space-like slice S extending to 3 and also on 3 itself. This makes the analysis more complicated. In particular, the hypersurface 3, which is defined in terms of the solution, has yet to be constructed. To obtain "Anti-de Sitter-type" solutions we consider the following data and assumptions.
 ( i) Suppose (5 , h. x) is a smooth space-like Cauchy data set. for Einstein's equa-tion (2.2) with cosmological constant A > 0. Assume that it has a smooth conformal compactification ( S , h , x ) which is asymptotically simple in the
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 sons« that it induces smooth initial data for the conformal field equations. In particular S is a smooth, oriontable 3-manifold with boundary OS and interior S .
 ( i i ) Suppose a > 0 and 011 3„ = ] - a , o [ x c)S is given a smooth conformal structure C of signature (+,—,—).
 ( i i i) Suppose that the data above are compatible, i.e. they satisfy the "corner conditions" implied by the conformal field equations on OS ~ {()} x dS.
 T h e o r e m 4 . 1 . (Fr i edr i ch 1 9 9 5 ) Given data as above, there exists for some. it > 0 a unique smooth solution g to Einstein's equation (2.2) 011 Ma - ]— cv,o[ x S with the following properties. The metric g induces h as the first and \ as the second fundamental form on S ~ {()} x S and for any smooth function ft on M„ = ]—o,a[ x S with ft > 0 011 Ma, ft = 0, dil / 0 on 'J„, the. metric ft2 g oil Ma extends to a smooth Lorentz metric g on Ma which induces on 'Jn the. conformal structure Q.
 The result shows the existence of general AdS-type space-times. In fact, all smooth AdS-type space times are characterized here by initial and boundary data. No smallness assumption has been imposed. The solutions obtained here could be called global in space-like directions. In particular, there exist null geodesies, complete either in the future or in the past, whose endpoints generate the conformal boundary lJa. The completeness condition (iv) is not satisfied. The problem of constructing solutions which are global in conformal t ime is of a very peculiar nature and has not been studied yet.
 The conformal properties of the field equations are again the basis of the result, but the existence proof requires more technicalities than in the previous case. There are subtleties, hidden in the formulation of the theorem, which arise from the non-compactness of the physical initial hypersurface S . The conformal constraints are regular. Nevert heless, if one tries to construct solutions to them, one realizes that they "remember" that the physical data extend to infinity and t hat fall-off conditions have to be assumed. To assess the value of the theorem for our discussion we need to look at. this in more detail.
 In the articles by Andersson et id. (1992) and Andersson and Chrusciel (1994) the existence of smooth "hyperboloidal initial data" (see below) for the case A = 0 h;is been discussed. In Kannar (1996) it has been shown how to derive from these data space-like Cauchy data with A f- 0 as required in the present case. It follows from these articles that there exist smooth space-like Cauchy data sets (S, h,\) allowing conformal compactifications (S,h,\) with smooth fields h, x on S for which the implied data for the conformal field equations, in particular for the rescaled conformal Weyl tensor, are not smooth. The requirement of asymptotic simplicity imposes as an extra condition on the free data that certain fields determined from the free data have to vanish on the boundary d S at infinity.
 It turns out., however, that in general the rescaled conformal Weyl tensor for such non-smooth data is strongly divergent at OS. Most likely, flue to the hyperbolic nature of t he conformal field equations, this singularity will spread in
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 such a way that the mill geodesies in the maximally extended solution will not be complete. In that case there will be no null infinity and we cannot even ask whether it allows a smooth structure.
 I consider the statements above as perfect vindications of the Penrose conjec-ture for the case of non-vanishing cosmological constant. The attempt to remove the smallness assumption in the first theorem will lead to qualitatively different problems, the occurrence of singularities and black holes. The analysis of such situations seems at present beyond the scope of our technical means.
 More could be said about the cases A ^ 0 and the solutions considered above, but I shall devote the rest of my talk to the case A = 0 which has not been resolved yet.
 5 Minkowski-type space—times 5 .1 C o n f o r m a l M i n k o w s k i s p a c e
 The standard example of an asymptotically fiat solution of Einstein's equation (2.2) is, of course, Minkowski space with manifold M = R'1 and metric g = dt? (dr2 -I- r 2 d a 2 ) , where t G R, r > 0 is a radial coordinate, and do2 is the line element on the standard unit sphere S2.
 A suitable conformal extension is provided by (M,g,i1) with M = R x S 3 , g = dr2 - (dx2 + sin2\do2), and Q = COST + cos\ with T <E R and 0 < x ^ 71
 one of the standard polar coordinates on the 3-sphere. An embedding <I> of Minkowski space into the Einstein cosmos ( M , g ) is defined by t — r = t a n ( ; ! - ^ ) , t + r = t a n f ^ l * ) . It allows the identification of Minkowski space with the image { l r + xl < ]> l r ~ Xl < ^ such that after identification (2.1) holds on this set.
 The set 3 consists of the two connected components 3 ± = {r = ± (TT - 0 < X < tf}, called future and past null infinity respectively. The boundary of M in M contains furthermore the points i* = { x = 0 , r = ±ir} , future respectively past time-like infinity, as well as the point i° = {x = TT,T — 0} which represents space-like infinity. Any time-like geodesic in Minkowski space approaches i~ in the infinite past and i+ in the infinite future, while any space-like geodesic approaches if any of its aifine parameters goes to infinity. The sets 3 ± represent (parts of) the future resp. past light cone swept out by the null geodesies through i° in the Einstein cosmos; these null geodesies reconverge in the past at i~ and in the future at i+.
 In the following we shall be concerned with the quest ion of whether there exist more general solutions ( M , g ) of Einstein's equation Ric(g) = 0 which satisfy conditions (i) to (iv). Such solutions will be called "Minkowski-type space-times" if they arise from standard Cauchy data on some initial hypersurface diffeomorphic to R 3 analogous to the Cauchy hypersurface {t = 0} in Minkowski space. These data should be "asymptotically flat at space-like infinity" in the sense in which this is used in the study of the Cauchy problem for Einstein's equations.
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 Wo recall that for such solutions the smoothness of scri will imply the "Sachs-peeling property". This says that the components yl'k of the conformal Weyl tensor in a suitable normalized frame satisfy along outgoing null geodesies the particular fall-off behaviour
 = ** k = o, 1 , . . . , 4 ,
 if r denotes a suitable parameter on the null geodesies. Finally we remark that analogues of the points i ± can be expected to occur
 in smooth conformal extensions of Minkowski-type solutions but we shall not be much concerned with them here. In contrast, for solutions with positive ADM mass no analogue of the point i" can exist in smooth conformal extensions and this fact motivates almost all of the following discussions. Nevertheless, we shall follow the usual custom in thinking of space-like infinity as being represented by a point in some non-smooth conformal extension.
 5 . 2 S o m e e x i s t e n c e r e s u l t s
 A result intimating the naturalness of the idea of asymptotic flatness is obtained by analysing the "hyperboloidal initial value problem" for the conformal field equations (Friedrich, 1986). Here data are given which represent the geometry of a space-like hypersurface S in an asymptotically flat solution which extends to future null infinity. It turns out that the smoothness of null infinity is preserved by the evolut ion off the initial hypersurface and, assuming data sufficiently close to Minkowskian data, a regular point at future time-like infinity is obtained. This indicates that the decision for the smoothness of the structure at null infinity is made in arbitrarily "small" neighbourhoods of space-like infinity. For this reason most of the following discussion will be concerned with the structure of the field near space-like infinity.
 The importance of analysing the situation near space-like infinity has in fact already been stressed in Penrose (1965) where we read at the end of the article: " . . . of great interest would be an examination of the geometry in the neighbour-hood of the point i°. For this provides the most immediate link between scri~ and scri+. Without such a link, it is difficult to see how the outgoing radiation is to be correlated with the incoming radiation."
 Christ,odoulou and Klainerman demonstrated the existence of geodesically complete solutions for small data (Christodoulou and Klainerman, 1993). Their work reproduces the qualitative overall picture suggested by the concept of asymptotic flatness. However, t hey do not confirm the Sachs-peeling but instead a weaker fall-off behaviour for the conformal Weyl tensor. Thus they are led to speculate that the requirement, of asymptotic simplicity might be too strong to admit non-trivial Minkowski-type space- times. Before any such conclusion can be drawn from their work, two questions need to be answered.
 ( i) Are their results sharp?
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 ( i i ) If I his is the case, can I he Sachs peeling property be established for solutions arising from data which satisfy stronger fall-off conditions?
 These questions may be related to the observation alluded to above that the construction of smooth hyperboloklal initial data requires free data which not only extend smoothly to the conformal boundary .S'fl3+ but which satisfy there certain extra conditions. T w o different explanations may be offered for this.
 ( i ) Hyperboloidal data arising by Einstein evolution from standard Cauchy data satisfy these conditions due to the nature of the evolution process. In this case the estimates of Christodoulou and Klainerman would not be sharp.
 ( i i ) The necessity of extra conditions near S Pi 'J+ indicates that we also have to impose extra conditions on the standard Cauchy data near space-like infinity beyond the conventional fall-off conditions.
 Space-like infinity being thought of as a point, one might wonder about the nature of such conditions. In any case, I believe that the question of the appro-priateness of the soi'-concept should not be a matter of choosing between a few Sobolev classes. If there were obstructions to the smoothness of the conformal
 - boundary it should be possible to identify them in the evolution process and to trace them back to the structure of the data.
 5 . 3 D i f f i c u l t i e s
 In the conformal version of tlu; Cauchy problem for Minkowski-type space-t imes the initial hypersurface S will be a 3-sphere on which to one point i € S is assigned the meaning of space-like infinity for the interior physical metric h = £2~2 h on the physical initial hypersurface S = S \ {;'}. The 3-dimensional notion of space-like infinity should be distinguished conceptually from the 4-dimensional one which is referred to by the symbol
 The basic reason for most of the following discussion is the fact that in the case of lion-vanishing ADM mass some of the data on S for the conformal field equations diverge at. ?. This "structural singularity" cannot be avoided. Thus the conformal field equat ions cannot be used in a direct way to show the existence of solutions which behave near i° like Minkowski-type space-t imes.
 The stability arguments used in the case of de Sitter-type solutions no longer apply. In particular, it is not an easy problem to see how null infinity "connects" to space-like infinity or how we could locate null infinity in the solution to the conformal field equations. Furthermore, gauge conditions become a very delicate matter. An unfortunate choice may produce ii regularities along null infinity which possibly hide the smoothness of the underlying structure.
 On top of the problem of global existence t here is a further difficulty. We will have to find a geometrical setting in which we can investigate the consequences of the field equations near i° to such a precision that the behaviour of the fields near null and space-like infinity can be discussed in terms of properties imposed on the initial data. The analysis needs to take care in a very detailed way of the interplay between the constraint equations, the evolution equations, and the

Page 105
                        
                        

Kinstvm's Equation anil Conformal Structure
 geomet ric nature «>1 the solution. The constraint, equations impose quite weak conditions at space-like infinity.
 They allow us to "shift, some non-smoothness of the free data to infinity". This non-smoot hness will not 1«; noticed in finite regions but it may spoil the asymp-totic behaviour of the solutions. We need to make a judicious choice of data which distinguishes between such "spurious singularities" and the unavoidable structural singularity of the conformal data at space-like infinity.
 5 .4 A s s u m p t i o n s o n t h e d a t a
 To discard such spurious singularities we choose in the following discussion free data which satisfy the strongest, smoothness requirements which are compatible with the geometric situation. Thus we shall assume that the conformal structure on the initial hypersurface is represented by a smooth R.iemann metric h on S. In fact, we shall assume for convenience that h is analytic near i.
 To simplify the necessarily quite detailed analysis we shall assume further that our data be time-symmetric. Then (5, h) represents the initial data set completely. From other investigat ions this case is known to catch the essential features of the problems.
 The basic data for the conformal field equations are then derived from h and the conformal factor Q which determine the physical metric li = Q~2 h on S. Let xa be /(-normal coordinates centred at i and define the radial function p = |x| and the analytic function F = |.r|" near i which both vanish at i. Then the conformal factor is near i of the form ii = wyi with an analytic function U which is calculated locally from h near i and satisfies U(i) = 1. and an analytic function W which contains global information on (S, h) since 2 W{i) = m is the ADM mass. It is useful t.o split, t he rescaled conformal Weyl tensor, given here in space spinor notation, into two components <j>abcd = <!>'„bed + <Pabcd- Here
 tibcH = r - 2 { u 2 D{UII OAL) r - 4 u D{ABr Dcd)u (5.1) - 2 r u D(A[, D,.D) u+ 6 r D(nhu Dal)u + r u2
 Suhcd}
 is the part determined by the local geometry near i. The spinor field sabcd >s the trace free part of the Ricci tensor of h and covariant derivatives are defined by h. The part
 <S>!CD = P~3 {^-1 F U^N{NBVDCD)R + uvvD(AHDCD)r (5.2)
 + 2 W D(nhr Dcd)U - 6 U D{ahY Dcd)\V
 -2F (U D{nhDril)\V + W D{abDcd)U
 - (i D{nhU Drd) W-UWsabcd)^
 - 2 W Diab Dcd) W + G D{nbW Dcd) W + W2 sabcd,
 contains global information. We shall call <j>'abcd the "massless" and <p™hcd the "massive" part of the rescaled Weyl tensor. The smoot hness of the massless
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 part depends on the choice of free data near t, but we have at best
 'I'uLu - as p -> 0 unless m = 0.
 It will be convenient to generalize our discussion by allowing subsets of 5 ' \ {¿} to be removed. Then we may consider data where = 0 near i without being told by the positive mass theorem that necessarily <t>abc.d = 0.
 5 .5 G a u g e c o n d i t i o n s a n d c o n f o r m a l field e q u a t i o n s
 We have seen that the usual conformal representation of Minkowski-type space times suggests an initial value problem which is local but singular at i. We shall now replace this by a problem which is finite and regular. For this purpose the previous analysis of the conformal field equations, where the possibility of performing arbitrary conformal rescalings has been introduced as an additional gauge freedom, will be completed. We will also admit transitions to arbitrary torsion free connections which respect the conformal class, i.e. for which parallel transport maps <y-conformal frames again into such frames. The natural back-ground for this and the chosen representation of the conformal field equations is
 'the theory of normal conformal Cartan connections (Cartan 1923) (cf. Friedrich, 11)95, for further references). The resurgence of this theory in <1 dimensions in the context of "local twistors" (Dighton, 1974; Friedrich, 1977) may suggest that twistors could play a role here. Our use of the conformal Cartan connection appears, however, not to be related in an obvious way to twistor ideas.
 To define the gauge we make use of "conformal geodesies" (Yano, 1938, 1939). These are space-time curves x>'(r) with a 1-form &(i(r) along them which are associated with conformal structures in a similar way as geodesies are associated with metric structures. They are governed by the system of ODE's
 (Vi±r + Sib), " „ x" = 0, (V±6)„ - l-btl Sib), " „ - ¿,/;i x" = 0,
 where S(b),t " p = 6" t, bp 4- f>" ¡, b,L glip <j"x b\ is of the form of a difference tensor defined by two conformal connections and L,/ft = - (RUfl - | qV)l R). Using these curves, we construct "conformal Gauss coordinates" based on S in analogy to standard Gauss coordinates. The 1-form b defines a symmetric connection V = V + 5(6) along the curves which is conformal but not necessarily metric. We use this connection. We use further a conformal frame Cj which is adapted to S with parallel propagation with the connection V. All fields are given in this frame. Finally we use the conformal factor il satisfying Q,2g(ci,ck) = and the Levi-Civita connection V of the metric g — fi2 g which can be determined in our formalism from V.
 The basic fields entering the field equations are the components d' k of the frame in the conformal Gauss coordinates, the connection coefficients 1 , 3 ^ in that frame, the tensor = i R\ij\ ~ ^ R[ij) + ~r> Rk'' Vij determined from the Ricci tensor of V, and the rescaled conformal Weyl tensor d' jki = i i - 1 C' jki-
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 The confonnal factor ii and (lie 1-fonn d ilb will also appear in the conformal equations. In terms of these quant ities t he Einstein equations have the conformal representation
 ICJ„c,] = ( f p ' q - f , ' p ) c / , (5.3)
 c p ( f , ' i ) ~ c , ( f p ' j ) - f f c ' j { t P k „ - f , p ) + f p ' fcf, V V * f „ S (5.4)
 = jm = 'i - s',, + 6' j(rp, - r„„) - ij,k(tpkVqj - iV-tyy) + sid' }pq,
 ^ P ^ i j ^ ' I ^ P J = — ^ 7P ' / '
 V i r f , j f c / = 0. (5.6)
 5 . 6 T h e finite r e g u l a r in i t ia l v a l u e p r o b l e m n e a r s p a c e - l i k e in f in i ty
 The use of conformal geodesies is important to us for the following reasons.
 ( i) The gauge is associated directly with the conformal structure, a fact which will be important for the interpretation of our results.
 ( i i ) In the equations above the fields ii, dk occur. These quantities, which reflect the conformal gauge freedom, are not determined by field equations. Using conformal geodesies to fix the gauge, we find the following result.
 L e m m a 5 .1 . ( F r i e d r i c h 1 9 9 5 ) If the. data determine a solution to Einstein's equation (2.2), the fields i i . d^ can be expressed explicitly in terms of the. con-fonnal Gauss coordinates and the. conformal initial data on S. It follows from their expressions that at. points where, i i = 0 the. conditions V^ = b^ ^ 0, Vjt ft V* il = 0 arc satisfied if A = 0.
 Thus we have a complete differential system. Most importantly, arranging the initial data in analogy to the situation in conformal Minkowski space we find that i i has a zero set; 3 = 3~ U 3 + which is near i similar to that found in the Minkowski case. Thus, provided the solutions extend to 3, we have in conformal Gauss coordinates complete a priori information on the location of null infinity.
 (¡ii) In our gauge we can extract, from the equations above a symmetric hyper-bolic system of propagation equations which is of maximal simplicity in the sense that the fields c'L ^, IV /t, 1"jk obey ordinary differential equations along the conformal geodesies. This fact simplifies the analysis of the so-lution near the singular point i considerably. These equations arc coupled to the partial differential equations for the rescaled Weyl tensor extracted from the Bianchi equation. The latter can be chosen such that the complete system is symmetric hyperbolic. A solution to these equations satisfying the conformal constraints defines in fact a solution to Einstein's equation,
 ( i v ) The example of Minkowski space suggests that the conformal geodesies will pass through null infinity undisturbed by the singularity at space-like infinity and that our gauge conditions are not affected by the presence of this singularity.
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 ( v ) By adapting the remaining gauge freedom on S in a suitable way to the geometric situation we end up with a problem of the following type. The initial manifold S is replaced by a compact manifold S with boundary by blowing up the point i to a 2-sphere 7°. We have S = § \ 7°. The radial function p induces a coordinate on S near 7°, denoted again by p, which vanishes on 7° and is positive elsewhere. Near 7° the manifold on which the solution is to be constructed may be given in a suitable gauge in the form M = { ( r . q ) € R x S : |r| < 1 + p{q)}. Space-like infinity, thought of as a point i° before, is now represented by the cylinder 7 = 7 U 7 + U I~, where 7 = { | t | < l,p = 0} and 7* = {r = ± 1 , p = ()}. This cylinder can be thought of as the set of non-thne-like (directed) directions at the point 2°. We could in fact extend it formally to include time-like directions at and in the case of conformal Schwarzschild space-t ime mentioned below this inclusion is not formal but does occur naturally in the analytic extension beyond 7*.
 If the solution extends far enough in a smooth way oil" the initial hypersurface S = {r = 0}, we know a priori that null infinity will be given near space-like
 •infinity by the hypersurfaces J : =-- {r = ± ( 1 + p(q)), q € .5} which "touch" 7 at the sets 7 ± . In this setting the curves { |r | < I + p{q)}, with q 6 S fixed, are conformal geodesies with natural parameter r.
 The conformal Cauchy data on S extend in this setting smoothly (in fact analytically) to 7°. The equations are symmetric hyperbolic equations for an unknown u and are of the form
 (.47 i)T + A" dp + A+ X+ + .4- X- }u = C >l
 with matrix valued functions Ar, A'', A±, C which depend on u and the coor-dinates. Here the X± are essent ially operators on the 2-sphere.
 5 . 7 T h e t o t a l c h a r a c t e r i s t i c a t s p a c e - l i k e in f in i ty
 From the point of view of the 4-dimensional geometry we have here a singular representation of space-like infinity. From the point of view of the conformal field equations we have a regular situation. The set. 7 is a characteristic of the system. We can call the hypersurface I "totally characteristic", because the symmetric hyperbolic system of propagation equations reduces completely to an interior system on 7. This allows us to determine the unknown u on I from the data on /". As is to be expected, no boundary values can be prescribed on 7. Moreover, by taking formal derivatives of the equations with respect to p, we get transport equations for the functions up = <)v. for p = 0 , 1 , 2 ,
 This offers us a way to analyse the fields on the set 7 to any desired degree of precision. The sett ing should also allow us to relate concepts like Bondi-energy-moinentum, angular momentum, NP constants, etc., on null infinity to concepts at spac.e-like infinity. It is the first time that a setting has become available that allows us to analyse in the presence of non-vanishing mass the relation, as
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 mediated by the lield equations, between the structure of the initial data and the behaviour of the solutions near space-like and null infinity.
 The setting will become useless if the conformal geodesies develop caustics before reaching null infinity. Close to space-like infinity the essential quantity determining the behaviour of the field is the ADM mass. Therefore, if the pres-ence of the mass causes the conformal geodesies to converge, this should be seen already in the case of the Schwarzschild solution. It turns out that for conformal Schwarzschild data the solut ion of the finite regular initial value problem ex-tends in an analytic way through 'J± near / . No caustics occur near I before the conformal geodesies enter the region beyond 3 ± . Moreover, the solution shows the remarkable behaviour that it approaches conformal Minkowski space near / in a smooth and uniform way when we let the mass go to zero.
 Calculating now in the general case the unknown u on / , we find, not unex-pectedly, that AT = diag{ 1 + r, 1 - r, I , . . . , 1} on J. Thus AT degenerates on the sets where the total characteristic I meets the characteristics D± transversely.
 The resulting degeneracy of the propagation equations on the sets has im-portant consequences. Expanding the unknowns in terms of some function sys-tem on the sphere, we find that, in a sense the solutions u p to the transport equa-tions can be described explicitly. The actual expressions are defined recursively and are given as integrals. They are quite complicated and I haven't worked out all their interesting details yet. However, the following statement has been ob-tained. It is most easily expressed in terms of the symmetric space-spinor bai,cd which represents the Cotton tensor Ii,,t} - 2 Dy L,]p. Here L u = R,} — j R htj and Rji;, R denote the Ricci tensor and Ricci scalar of h respectively.
 T h e o r e m 5 .2 . (Fr iedr ich 1997) The solution u of the propagation equations extends smoothly to I* only if the condition
 D(<x.,b., • • • A . , 6 , b«bcd){i) = 0 ( 5 . 7 )
 is satisfied at. all orders q. If it is not satisfied for some order q, the solution develops logarithmic singularities at I±.
 5 .8 C o m m e n t s on o u r p r o c e d u r e
 Due to our choice of gauge conditions we know that the logarithmic singularities occurring here are associated with the conformal structure and not an artefact of an obscure choice of gauge. The condition is conformally invariant and thus identifies obstructions to smoothness explicitly in terms of the free data. It is the first time that implications on the data from requirements of asymptotic smoothness have been derived in the presence of mass terms.
 We could still hope that tin; complete analysis will yield a picture where a singularity is residing on the sets while the solution extends smoothly through null infinity. However, because of the hyperbolicity of the propagation equations we should rather expect that these singularities "spread along null infinity", thus destroying any hope of finding a smooth structure there. In the case where the massive part of the conformal Weyl tensor vanishes near space-
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 like infinity condition (.r).7) is also sufficient for the smoothness of the solution at null infinity. In that case it. can be shown that if condition (5.7) is satisfied for <1 = 0, [,..., N with sufficiently large integer N, the solution still allows us to define a differentiability structure at null infinity with some finite differentiability depending on N .
 To the extent to which 1 have analysed the transport equations, no problems arose from the massive part of the conformal Weyl tensor. The logarithmic singularities observed above may well be the basic source for the possible failure of the Christodoulou-Klainennan solutions to satisfy the Sachs-peeling property (assuming data which are as clean at space-like infinity as ours).
 The condition (5.7) imposes a very weak restriction on the free data in the chiss considered above. It still allows us to prescribe the metric h arbitrarily on any fixed compact subset of S not containing i. The analysis may appear to have led to a negative result. I rather like to think of it as a constructive step. It identifies and possibly removes a stumbling block on the way to establishing the existence of Minkowski-type solutions. Moreover, it is interesting from a conceptual point of view. This will be discussed in the last section.
 Inevitably, some features of the construction indicated above are reminiscent of other work concerned with the asymptotic structure of the fields near space-like infinity, notably of the work by Ashtekar (cf. Ashtekar, 1984) and by Beig and Schmidt (1982) (cf. also Beig, 1984; Ashtekar and Romano, 1992). However, there are basic differences. In the approach of Ashtekar (1984) questions of regularity are controlled by fiat. Thus regularity conditions cannot be derived. T h e approach of Beig and Schmidt (1982) also supplies transport equat ions near space-like infinity. It is hard to see, however, how the relationship between space-like and null infinity could be analysed in this setting.
 To avoid the usual misunderstandings: The fact that the analysis is still complicated does not indicate that in the end it will not be of practical use. The fact that the situation has been analysed so far for a restricted class of data does not indicate that it; cannot be extended to more general situations. The properties of the propagation equations and the gauge conditions used in the discussion above are independent of conditions on the data.
 The assumption of analyticity near space-like infinity is made here mainly for convenience. At the expense of higher calculational complexity the result given in the last theorem can be suitably generalized to situations of lower differen-tiability. However, from the point of view of modelling situations of physical interest such generalizations appear to be quite irrelevant.
 6 Concluding remarks In view of the complicated analysis one may ask whether it is worthwhile to spend time on it. The question, to what extent the Penrose conditions reflect the fall-off behaviour of solutions to Einstein's equation, could be regarded as an interesting but purely mathematical exercise of an advanced nature. There is, however, much more to it..
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 The investigation gives insight into t he structure of I he theory. The important role of the conformal structure for global studies of general space times has been known for a long time. Mere we see that it is equally effective in the global analysis of solutions to the Einstein equation. Since important open problems of general relativity are questions about the global conformal structure of the gravitational field, the understanding of the conformal structure of Einstein's equation should prove profitable in their investigation.
 The idea of an "isolated system" refers to an idealization or approximation of physical reality which is important for the analysis and interpretation of various observations (cf. also the discussion in Geroch, 1977). How precisely this concept should be formulated is not a simple matter. To see some of the problems let us look at the universe at a scale where the object we want to study, a star or a system of stars, in brief "the system", appears to be far away from other such systems. Since we are interested in the behaviour of our system and not in processes going on at very large; distances, we separate it, by a cut along a time-like hypersurface T from the rest of the universe. This cut should be far enough from the system to retain everything which appears important to characterize its properties but still close enough such that the gravitational field is essentially determined by our system and possibly by gravitational radiation falling onto it from other parts of the universe.
 Having thus isolated the system, we would like to analyse its behaviour. Its characterization in terms of boundary data and field equations would require the knowledge of standard Cauchy data on some space-like slice S' with boundary 0 S' on T and suitable data on T. In an initial boundary value problem one would expect to prescribe on the part T+ in the future of OS' those components of the fields as free data which are related to inward going characteristics. Similarly one would prescribe on the part T in the past of OS' components related to outward going characteristics. This will put 5", or rather the class of space-like hypersurfaces intersecting T at OS', into an unjustifiedly prominent position. Also, which data would correspond to the type of data which were induced on T before the system had been isolated from the; rest of the universe is not easy to see. Finally, if we were interested in the "radiative components" of the field there would be no obvious way to characterize them in terms of data on T. We would rather want these components to be filtered out by the propagation process itself which is defined by the field equations. Therefore we take recourse in an approximation.
 We try to extend the 3-manifold S' and t he data on it. beyond t he boundary OS' to obtain "asymptotically flat, initial data" on a 3-manifold S D S' such that the system is specified completely in terms of standard Cauchy data. However, this not only raises the question of how the data should be chosen beyond 3 S', i.e. near "space-like infinity", and what "asymptotically flat" should mean, but it also poses the difficult if not impossible task of constructing an extension which satisfies the constraint equations on S.
 Thus we rather approximate the data on the 3-manifold S' in some suitable
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 sense by asymptotically Hat initial data 011 the manifold 8 . Assuming S' as being embedded into S such that smooth extensions (not necessarily satisfying the constraints) to S of the data 011 S' exist, we can choose 011 S' the "free data" required to construct solutions to the constraints to be ;us close to the given data on 5" as we wish. Since elliptic equations need to be solved to determine the solution of the constraints from the free data, the final data will in general depend 011 the chosen extension of the free data also 011 S'. It remains to decide how the extension to S\S' should be chosen. Note that the concept of an isolated system at which we arrive by these considerations would not make much sense if there were not relevant features of the field which remained essentially unaffected by the specific extension of the data near space-like infinity.
 The evolution of the fields will be of particular interest in regions far away from the system. Here "observers" will analyse the field to deduce statements 011 the behaviour of the sources. And with this "far field", or rather by way of idealization with the asymptotic field at, null infinity, will be associated concepts which characterize the dynamics of the system in a general way (e.g. the Bondi-energy-momentum). Choosing the extension to S \ 6", in particular its fall-off behaviour near space-like infinity, in the most general way consistent with the constraints and the evolution equations, will give us the safe feeling that nothing important has been left out. However, this may have the effect that essential features will be missed when we analyse the solution, because relevant information contained somewhere in the field may be drowned by a wealth of unimportant information fed into the field by the extension process. We should rather narrow down the structure of the data near space-1 ike infinity in such a way that the essential features of the system are preserved and characterizing features of the system (e.g. the radiation field) can be read off the asymptotic field in as precise and simple a way as possible. If we should find out later that our assumptions are too narrow for modelling certain systems of physical importance, we will have learned something interesting.
 In this context it. is particularly remarkable that the definition of asymptotic flatness proposed in Penrose (1963) leads via condition (5.7) to a proposal of how to narrow down ( lie concept of asymptotic flatness for Cauchy data. The restriction we have found is of a very mild nature. Of course, it should be generalized to the case of data with non-trival second fundamental forms. If the conditions so obtained turn out to be the only type of restrictions arising from smoothness requirements at null infinity, there will indeed be a very rich class of data leading to space-t imes which satisfy Penrose's conditions.
 Since we are discussing here an approximation, practical considerations con-cerning calculability should also play a role. The completion of the analysis which has been outlined above will yield an enormous amount of direct infor-mation on the solutions of the field equations near space-like and null infinity. The discussion of the relationship between physical quantities near space-like infinity and corresponding quantities on null infinity will reduce essentially to straightforward calculations.
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 The confonnal field equat ions proved quite efficient in the numerical con-struction of space times from hyperboloidal data (Hiibner 1996). However, from such data Minkowskian-type space times cannot be completely determined be-cause the domain of dependence of a hyperboloidal hypersurface covers only a part of such a space time. The new setting opens the possibility to construct nu-merically complete solutions to Einstein's equation in finite grids and to read off the radiation field on the confonnal boundary. The completion of our investiga-tion should also have consequences for t he design of approximation procedures, which ought to take into account analytical results on the global structure of the solutions.
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 1 Introduction 1 am delighted to be able to make this contribution to the celebration of Roger Penrose's 65th birthday. The; subject is that of integrable systems and their relation to geometry and twistor theory. When twistors were created, about thirty years ago, their creator did not have integrable systems as his primary motivation: Roger was aiming at a wider class of physical problems. In a sense, integrable systems are a cop-out: they deliberately avoid the messiest interac-tions and dynamics that, occur in the real world. But they do provide a window onto nonlinear, coherent, nonpert.urbative phenomena these become accessible, beautiful, and (if you look at. them in the right way) geometrical. In the words of Mason and Woodhouse [8], "they combine; tractability with nonlinearity, so they make it possible to explore nonlinear phenomena while working with explicit solutions".
 I want to describe some of the features of a particular integrable system, in (2+l)-dimensional flat space;-time. Almost all of this material was ultimately motivated by things that, were introduced by Roger, such »is compactifying space-time by attaching a surface 'J at infinity [9 11], twistor space [12], using twistor functions to solve linear field eciuations [13, 14], and using holomorphic twistor structures to solve nonlinear inte;grable systems [16, 15]. 1 hope that what I describe; might serve; as a reminder of some of his contributions.
 2 Twistors for 3-dirnensional space-time The twistor correspondence; for Euclidean /?* is well-known in connection with the construction of static Yang-Mills-Higgs monopoles. It first appeared, in ef-fect, as a special case of the correspondence for /?' (see, for example, [26]). We shall use a more direct description [2], in terms of minitwistor space T. This talk ele;als with (2+l)-dimensional Minkowski space-time M (rather than Euclidean Ii:i), which corresponds to using a slightly different reality condition (antiholo-morphic involution) on T. In addition, we shall extend the correspondence to compactifications M and T of the space-time and twistor spaces respectively. In the (Euclidean) monopole case, such compactifications would be inapprori-
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 ate, since monopoles (unlike t he rational-algebraic objects of this talk) involve transcendental data which do not extend to the compactified spaces.
 The twistor space T is a two-dimensional complex manifold, which can be visualized in several ways. To begin with, let us t hink of T as a quadric cone (minus its vertex O) in CP''. The space of conies on T, coining from planes p in CP3 not passing through O, is isomorphic to C'! - th i s is the complexification of our space-time M. To get M = R'\ we restrict to "real" |)lanes p (think of the coefficients in the linear form defining p as being real-valued rather than complex-valued). So points p 6 M correspond to real planes p € CP* (or real conies on T) avoiding the given point O. This correspondence endows M with a Weyl structure (conformal structure plus affine connection), which in our case is Hat,. For example, two points p and <i in M are null-separated if and only if the corresponding conics p and q touch at a double-point. And if p and q are not null-separated, so that p and q intersect at two distinct points Z and Y in T, then the set of all real conics through Z and Y gives the geodesic in M which contains p and q. See [3] for more details of this correspondence and its curved version.
 In terms of this picture, M has an obvious compactification: one simply includes the real planes which pass through the vertex O. So M = / i 3 is com-pactified to A/ = RP3. At infinity in space-time, one adds on the sphere S2
 of all directions, and then identifies antipodal points. Let us denote by 3 this surface RP2 at infinity. All geodesies in a given direction end up at the same point on 3. In particular, J contains a circle of null points, and open subsets of timelike and spacelike points.
 In the familiar (3+l)-diineusional case [9 11], the conformal geometry is ho-mogeneous on the compactified space points on 'J arc on the same fooling as points in the interior of the space-time. But that is not the case with our projec-tive compactification; this is clear from t he structure of the compactified twistor space T, which we now examine.
 To get, T from the cone T, we add in its vertex O, and then blow it (the vertex) up into a C P 1 . It. is convenient at this stage to view T in a different way, namely as a holomorphic line bundle over CP1 (in fact, the holomorphic tangent bundle 0 (2 ) ) . The conics p are exactly the holomorphic sections of this bundle. See Figure 1. To get T, one attaches an additional section L x (which is the blow-up of O). Each fibre E \ above A € C P 1 is now itself a copy of C P 1 . And each point of 'J corresponds to a union L^ U E\ U Eft of three C P ' s , rather than being a single CP1 like the section p corresponding to a finite point p. (This structure was first brought to my attention by A. J. Small in 1989; see [1] for more details of its use.)
 If A and fi referred to above are unrestricted, then of course one gets the com-plexification of 3. For real 3, one restricts A and p to be the roots of a quadratic polynomial with real coefficients (these coefficients are the homogeneous coordi-nates for 3 = R P 1 ) . More specifically, timelike points on 3 correspond to complex conjugate pairs A = /I, null points to the double case A = p real (including oo),
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 /» A
 FIG. 1. Compact minitwistor space T, as a bundle over C P 1 .
 and spacelike points to distinct real pairs A, p (including oo).
 3 An integrable Yang-Mills-Higgs system The Penrose transform relates geometric/holomorphic objects on twistor space T to solutions of "geometrical" field equations on space-time M. lri particular, holomorphic vector bundles on T correspond to solutions of certain gauge-field equations on M . Indeed, there is a one-to-one correspondence between
 • holomorphic SU(2) vector bundles V over T, satisfying
 V | . is trivial for all p € A/; (3.1)
 • real-analytic solutions of the Yang-Mills-Higgs equations
 ¿VI» = ^apF^ (3.2)
 on M, with gauge group SU(2).
 Here <I>, the Higgs field, is a function on M with values in the Lie algebra su(2); its covariant derivative is D,,(I> = ¿>(J<I> I [,4;i, <I>] where d,¡<I> is the partial derivative of <I> with respect to the standard space-time coordinates; the SU(2) gauge potential is A,l and the corresponding gauge field is Fllt, = i)tlAv —d„Alt + \Atl,A„)\ space-time indices p, / / , . . . arc raised and lowered with the Minkowski metric (signature —I- +) ; and £ ¡ ia() denotes the totally-skew tensor with £012 = — 1-
 Saying that V is an SU(2) bundle means that V is of rank 2, and that the gauge group is reduced from GL(2,C) to SU(2) by requiring det V to be trivial and an appropriate antiholomorphic involution 011 T to lift to V.
 These Yang-Mills-Higgs equations form a hyperbolic system on our (2+1)-dimensional Minkowski space-time M. This system can be reformulated in terms
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 of ach ira l field, in two distinct ways [7, 22, 23, 24, l'J, 20, 25, 5, lj; the solutions
 described later were most ly obtained in this chiral-field context . T h e equations
 are integrable, in the sense of being the consistency condition for an overdeter-
 mined sys tem of linear equations. This sys tem is the pair
 (AD x - D, - Dy + A<I>)V> = 0, (3.3)
 (AD, - A D y - Dx + <I>)V> = 0, (3.4)
 where 0 is a 2 x 2 matrix function of the space-t ime coordinates ( t , x , y ) and of the complex parameter A (which corresponds to the A of the previous sect ion) .
 T h e analogous elliptic Yang-Mills-Higgs system on Euclidean R.3 is of course well-known: it consists of the Bogomol'nyi equations for stat ic monopolcs . T h e space of monopoles (in a given topological class) is finite-dimensional, whereas I he space of solutions of our hyperbolic system is infinite-dimensional (even if one imposes boundary condit ions at spatial infinity). My interest here is in describing finite-dimensional families of solutions, namely those for which the corresponding vector bundles V extend to the compact !lied twistor space T. This amounts to imposing some severe global restrictions on the Yang-Mills-Higgs field. T h e restricted set of fields is then classified topologically, by a posit ive integer n ( the corresponding bundle V will have second Chern class equal to 2 n ) . And the space of solut ions of class n has dimension 8 n - 3.
 One way to see how the topology arises is as follows (it was suggested by a remark made to me by C. K. Anand) . Choose a spacelike plane, say t = 0. T h e unit vectors tangent to this plane are v''(0) = ( 0 , c o s 9 , s i n 0 ) . Let ip(x,y,0) be an SU(2)-valued function sat isfying the ordinary differential equation
 v"(0)Z>„0 + = 0. (3.5)
 Th i s is actually the spatial part of the linear sys tem described above, namely (3.3) plus A - 1 t imes (3.4), where A = — cot. r,0. Gauge transformations act by ip t—> A(x,y)rl>; choose a gauge such that
 tl>(x,y,0)= I, (3.(5)
 where / is the identity. There is some additional freedom in rp, namely V i!>K > where K is an SU(2)-valued function of 0 and xsin 0-y c o s 0 (so K is annihilated by v^dfj), and K — I when 0 = 0. We can think of (3.5) as propagating V along the line (x,y) = (<Tcos0,<rsin0), from a = —oo to o — + o o . Let us use the freedom ip t-» ipK to ensure that ij) —• / as o* —> —oo. Por this to make sense, we need to assume that the gauge field and Higgs field tend t o zero at spatial infinity, and we henceforth make this assumption (a boundary condition). But now we add t.he assumption that i/> —> I ;us a — • + o o as well, in other words that (3.5) gives "zero scattering". Consequently,
 i](z, y, 0) - » 1 ¡us x2 + y2 -> oo. (3.7)
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 This is a global condition, involving the Yang-Mills-Higgs lield throughout space, and is much stronger I han the boundary condition. But it holds for our restricted class of fields, namely those coming from vector bundles over T. Note that it corresponds to the scattering matrix S of [7] being trivial.
 Because of (3.7), i/> is defined on S~ x S 1 , where the S2 is the one-point compactification of xy-spa.ee. But since we also have (3.6), we may regard ip as being defined on S3. In other words, x/> maps S3 to S U ( 2 ) ~ S3. The integer n is the winding number (degree) of this map (choose orientations so that n is positive).
 4 SU(2) bundles over T Holomorphic vector bundles of rank 2 over the algebraic surface T are classified topologically by the two Chern numbers (integers) C] and <>>• Imposing condition (3.1) of the previous section implies that c; = 0; and in our case c2 has to be even, say c2 = 2n where n is a positive integer. The moduli space of SU(2) bundles with Cj = 0 and c2 = 2n has (real) dimension Sn — 3, and the integer n turns out to be the same as the winding number of the space-time field defined in the previous section.
 The bundles V we are interested in have the additional property that V\. "OO
 is trivial, and V | ; . is trivial except, for a finite number of non-real values of A € C P 1 . This might exclude some exceptional bundles; it is connected with the Yang-Mills-IIiggs field being zero at spatial infinity. Having excluded such possi-bilities, we know that V | fails to be trivial for exact ly 2n values of A (counted with multiplicity), consisting of ;i complex-conjugate pairs {A1; A j , . . . , A„, A,,}: these are "jumping lines" [4, 24]. Typically, jumping lines correspond to singu-larities in the space-time field, so (bearing in mind our description of points on 3) we expect that the Yang-Mills-Higgs field will be smooth on M except at n timelike points on 3 (corresponding to the Aj). This is indeed what happens.
 Bundles can be constructed by specifying the jumping lines (i.e. the Aj) and giving some data at each one [4, 24]. If E\ is a jumping line, then V\r. = 0(a) ® 0 ( - a ) for some positive integer a ; we say that such a jumping line is of type (a , — a ) . The multiplicity of A is at least a . The generic bundle has jumping lines of multiplicity one, and hence of type (1, - 1 ) ; the extra data at each jumping line then consists of a mcromorphic fractional-linear function defined on it (specified by three complex parameters). Since each Aj is itself a complex parameter, we then have a total of 4» complex = 8n real parameters. (The structure attached to the conjugate lines is determined by the reality condition, so does not get counted.) Finally, removing an overall SU(2) phase leaves 871 — 3 real parameters, as claimed earlier.
 In the next section, we shall see what the corresponding space-time fields look like, in particular for it = 1 and n = 2. We shall also examine the limiting cases, for n = 2, in which A lias multiplicity 2. Here the general situation is for the jump to be of type (1, - 1 ) , with type (2, —2) occurring as a further special
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 Fic;. 2. Example of a 2-soliton solution, with Aj -J-- X^.
 ease.
 5 Soliton solutions Here we shall see something of the space-t ime fields t hat correspond to bundles over the compact minitwistor space T. for the cases n = 1 and n = 2. T h e fields are rational functions of the space-t ime coordinates, and can be most s imply expressed in terms of the matrix ip(x'\ A); see, for example, [7, 22, 25]. For a generic n -sol i ton solution. ip has n s imple poles in A (at the points Aj) ; in the degenerate cases, higher-order poles can occur.
 If n = 1, then we have a single-soliton solution, localized in space, and depending o n five real parameters. T w o of the parameters, corresponding to the complex number Aj. determine a timelike direction, and hence the velocity of the soliton. A further two parameters specify its location in space (at some given time); and the final parameter determines its size. T h e field is smooth on M \ {;;}, where j> 6 'J corresponds to A| . T h e solution looks like a localized lump in space, and is radially-symmetric in its rest-frame.
 Let us turn briefly to the more general hyperbolic sys tem, namely the partial differential equation (3.2) plus a straightforward boundary condition at spa-tial infinity. So the solution-space is now infinite-dimensional. One might ask
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 FIG. 3. Example of a A] A_> solution: an imploding-exploding ring.
 whether the above soliton solution is stable. There is no topological reason for it to be, but the fact that the system is integrable may well ensure stability. There is strong evidence from numerical experiments that this is indeed the case [20].
 We return now to the compact case, and look at some n = 2 examples. Here there are 13 parameters, which generically correspond to position-!-velocity+size for each of two solitons (a total of 10 parameters), plus a relative SU(2) phase (the remaining 3 parameters). The solution is smooth on M \ {p\,p2}, where PI and p-2 are (possibly equal) points on 3, determined by Ai and X2. If the A, are distinct, then we have two solitons, each with constant velocity; there is no scattering as they pass each other (not even the "phase shift" that, occurs in (l-t-l)-dimensional examples such as KdV). This corresponds of course to distinct jumping lines of type (1, 1). See [22] for more details. Figure 2 depicts a particular solution: for three sequential values of time i, the gauge-invariant quantity — t.r(<I>2) is plotted as a function of x and y. Two solitons, moving in the positive and negative y-directions with nonzero impact parameter, pass by each other.
 In the special case A] = X2, the generic situation is for the jump to be of type ( 1 , - 1 ) . In the rest-frame corresponding to A|, one might have expected the solution to be static, but this is not the case. Instead, one gets a picture
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 FIG. 4. Another AJ = A2 solution: a variant of the imploding-exploding ring.
 of incoming-outgoing waves. (It. may be hard to visualize how these solutions can be limiting cases of the previous nonscattering ones, but they are.) The waves are not "linear"; for example, they move at a speed which goes like 1 ¡sft for large |£|. In the simplest ease;, one has radial symmetry, and an imploding-exploding ring (5); see Figure 3. (In this figure and the next one, the function which is plotted is not - tr(<I>"), but rather the energy density of the chiral-field reformulation of the same system.) Another example, depicted in Figure 4, has two lumps instead of a ring: they approach each other, momentarily form a ring, and then separate at right angles [25]. These lumps are not solitons in the usual sense: in particular, their size and speed are not constant. So the similarity to the right-angle scattering that occurs in non-integrable situations, such as vortex or monopole dynamics, is perhaps spurious.
 The final degeneration is where the jump is of type (2, - 2 ) . Here we simply get a ring, the shape of which is constant in time.
 6 Concluding remarks There are various different approaches to (and even definitions of) integrability for systems of partial differential equations. Some approaches are geometrical, while others arc more analytic. In this talk 1 have described a system which is
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 w r y geometrical in flavour. One question is whether all integrable systems are geometrical (at least in some useful sense).
 A basic feature of an integrable system is that it. is associated with a pair of linear operators of a certain type (the Lax pair) which commute. The nonlinear equations of the system are equivalent to the vanishing of the commutator of these linear operators. In many cases, the linear operators are (or can readily be expressed as) first-order partial differential operators, and hence as vector fields on some manifold. The condition that they commute then has an obvious geometrical meaning: the vector fields are tangent to a family of surfaces. The system I have described is of this type: in fact, the "family of surfaces" corre-sponds exactly to the vector bundle over twistor space. Most of the well-known integrable systems fall into this category: for a survey, see [8].
 But there are several which do not. One example is the K P equation, where the relevant partial differential operators cannot be expressed as vector fields. Another, even simpler, example; is that of the infinite Toda chain. The latter case can be viewed as an N — > oo limit of geometrical/twistor systems involving vector bundles of rank N [21, 8). It seems likely that some kind of generalized geometry (or generalized twistor correspondence) is needed to deal with such systems, and a couplc of suggestions of what this might be have been made by Mason [8] and Strachan ¡17, 1 f>j: see also [6]. The full significance of these structures has yet to be understood. Such generalizations might point the way beyond integrable systems, and show how twistor theory can be applied in a far wider context, thereby providing yet more support for Roger's original (and continuing) vision.
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7 On Four-Dimensional Einstein Manifolds
 C l a u d e L e B r u n
 The Department of Mathematics, SUNY, Stony Brook, NY 11794, USA
 1 Introduction For the purposes of this lecture, an Einstein metric on a smooth manifold M will mean a smooth Riemannian metric g satisfying Einstein's equations
 v = \ g - (1.1)
 here r denotes the Ricci curvature of g and A is an arbitrary constant. If the manifold M is compact and g is an Einstein metric on M, we will then say that ( M , g ) is an Einstein manifold.
 Any Einstein manifold ( M , g ) of dimension 2 or 3 necessarily has constant sectional curvature, and its universal cover ( M , g ) is therefore completely de-termined by the constant A. In these low dimensions, the study of Einstein manifolds therefore reduces to the study of suitable discrete group actions on the sphere, Euclidean space, and hyperbolic space. On the other hand, all 2-manifolds and "most" 3-manifolds, actually admit such metrics, Besse (1987), Thurston (1982), so it is quite natural to ask if something of the kind is also true in higher dimensions.
 In dimensions > 4, equation (1.1) no longer determines the geometry in a local manner, and this vastly increases both the interest and the difficulty of understanding Einstein manifolds in higher dimensions. In dimensions > 5, our knowledge of general Einstein manifolds is quite scant, although an impres-sive array of methods has been developed for producing and classifying Einstein manifolds with special holonomy or isomel ry groups, Aubin (197G). Besse (1987), Boyer et al. (1994), Joyce (1996), Yau (1977). The borderline case of dimension 4, however, is considerably more tractable, largely because the 4-dimensional rotation group is non-simple:
 SO(4) = (677(2) x SU(2)|/Z2.
 My aim here is therefore to review what, we now know about the following fun-damental problems:
 Supported in part by NSK grout l)MS-!).r>057 I I.
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 • E x i s t e n c e : Which smooth compact 4-manifolds M admit Einstein met-rics?
 • U n i q n e n e s s : Modulo diffeomorphisms and rescalings, how many Einstein metrics exist on a given smooth compact 4-manifold Ml
 Roger Penrose lias been one of the true pioneers of the 4-dimensional Einstein equations, and it is largely due to his efforts that spinor techniques, Penrose (1908), Penrose and Rindler (198G), have become standard tools for analysing the local geometry of Einstein manifolds. A principal goal of this lecture will be to explain how. via Seiberg- Witten theory, spinor techniques can also lead to insights into the global geometry of 4-dimensional Einstein manifolds.
 While I'm going to pretend that Einstein 4-manifolds just constitute a topic in pure mathematics, it is rather curious that all the major ideas we'll use really stem from physics. Now I'm certain that Roger will find this absolutely hilarious. After all, Einstein called equation (1.1) the biggest blunder of his life., because the introduction of an unknown constant A into the gravitational field equations prevented him from predicting the Hubble expansion of the universe (Gairiow 1970). And I'll be talking about Riemannian ('Euclidean signature') solutions here—on compact manifolds, no less! Of course, Stephen Hawking (1979), has argued that such solutions are of fundamental importance to physics, but Roger has never hesitated to tell Stephen that this is the biggest blunder of his life! Well, make of this what you may. Happy birthday, Roger—I hope it's entertaining!
 2 The curvature of 4-manifolds The geometric meaning of equation (1.1) on a 4-manifold M'1 can be reformulated in quite elementary terms. If P C TXM is a 2-plane in the tangent space of M at some point x £ M, its orthogonal complement P 1 with respect to a Riemannian metric g is also a 2-plane, and we can consider the sectional curvatures K(P) and A ' ( P X ) of these two 2-planes. (Recall that the sectional curvature K(P) is the Gauss curvature at x of the surface obtained by applying the exponential map to P C TXM.) Remarkably, the Einstein condition (1.1) holds ifT
 K(P) = K(PX)
 for every 2-plane P. For our purposes, this is best seen by noticing that the curvature tensor of
 a Riemannian 4-manifold naturally decomposes into simpler pieces. Indeed, by raising an index, the curvature tensor of any Riemannian manifold ( M , g ) may be identified with a linear map 1R : A2 —> A2 from 2-forms to 2-forms; this map 'Ji is called the curvature, operator of g. Now assume that M is an oriented 4-manifold. We then have a Hodge star operator * : A2 —> A2 , corresponding to the replacement of oriented 2-planes P by their oriented orthogonal complements P 1 . Because * 2 1 1, the only eigenvalues of * are ± 1 , and we thus have a decomposition
 A2 = A + ffiA"
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 nl (.In; rank-ti bundle of 2-forms as a sum of I lie two rank-3 eigenbundlcs of *; elements of these eigenbundlcs are called self-dual or anti-self-dual 2-forms, in accordance with the sign of t.he eigenvalue. Thus the curvature operator can be considered to consist of more primitive pieces:
 'Ji =
 W+ + f2 o r
 O r W- + fi
 (2.1)
 where trace W± = 0. Here s is the scalar curvature, and r = r— ^g is the traceless Rlcci curvature, while W + and H'_ are respectively called the self-dual and anti-tielf-dual Weyl curvatures. Now Einstein's equations (1.1) are equivalent to the
 O stipulation that r— 0, and we now see that this is equivalent to requiring that Oi commute with *. But this is equivalent to saying that
 (*<p,X(*<p)) = (v>, X(¥>)}
 for all 2-forms ip, and hence equivalent to requiring that I\'(P) = I\{P1) for all 2-planes.
 Now the above discussion was really just a pretext for describing the canonical decomposition of the curvature tensor. Having made the acquaintance of W ± , r and s, we are now prepared to explore some relations between topology and curvature.
 3 The Hitchin-Thorpe inequality Two simple but important topological invariants of a smooth compact oriented 4-manifold M are its Eule.r characteristic
 X(M) = 2- 2 6 , ( M ) + b+(M) + 6 _ ( M )
 and signature r ( M ) = 6 + ( M ) - 6 _ ( M ) ;
 here fci(M) = d i m / / ' ( M , R ) is the first Betti number, while b+(M) and b„(M) denote the maximal dimensions of linear subspaces of H2{M,R) on which the cup product H x H~ —» / / ' is respectively positive or negative definite.
 If g is any Riemannian metric on M, these invariants may be expressed in terms of Gauss-Bonnet-l ike curvature integrals:
 dji
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 r ( A / ) = I ^ / [liy+!2 ~ liy-l'2] d>1 1
 JM M
 where the curvatures, norms | |, and volume form dp are those of g. In particular,
 Now notice that the integrand is non-negative when g is Einstein. It follows, Hitchin (1974). Thorpe (1909), that not all 4-manifolds admit Einstein metrics!
 T h e o r e m 3 . 1 If the smooth compact oricntablc /,-manifold M admits an Ein-stein metric g, then
 I f , moreover, equality holds, then, provided we choose, the orientation for which t ( M ) < 0, the. Einstein metric g must be. Ricci-flat and anti-self-dual; and this can only happen if M is finitely covered by K3 or the J,-torus.
 Here I<3 denotes the underlying smooth oriented 4-manifoId of the complex * quartic surface
 and is the only compact simply connected 4-manifold which admits metrics for which A + is flat with respect to the Riemannian connection. A metric is called anti-self-dual if W + = 0; and a metric is Ricci-flat and anti-self-dual ifl" A + is flat. The final clause of the theorem therefore follows from the Cheeger-Gromoll splitting theorem and Bieberbach's theorem; for details, cf. Besse (1987).
 E x a m p l e 3 . 2 Let M = kCP^jf HCP2 be the connected sum of k copies of the complex projective plane CP > and t copies of the reverse-oriented complex projective plane CP_>. (The connected sum operation # just connects the given manifolds together with S' x It "hoses" in a manner compatible with the given orientations.) Then \[M) = 2 + k + t and r(M) = k - i, so we have 2\ > 3 |r | only if 4 + 5 k > C. > (k - 4 ) /5 . Moreover, each of these manifolds is non-spin and simply connected, so none of them is a quotient of K3 or the 4-torus. Hence the existence of an Einstein metric on M can definitely be ruled out unless 4 + 5k > ( > (4 - k)/5.
 In addition to predicting that, Einstein metrics don't exist on certain mani-folds, the Hitchin Thorpe inequality allows us to completely classify the Einstein metrics on manifolds with 2 \ = 3|r | . Without loss of generality, we may assume that M is the 4-torus or K3, and choose the orientation of M so that b+ = 3. For any Einstein metric on M . there is a 3-dimensional space of parallel harmonic self-dual 2-forms, and these determine a 3-dimensional subspace of the de Rham cohomology / / 2 ( A / , R ) . An Einstein metric g on M then turns out to be completely determined modulo dilfeomorphisms and rescalings by this 3-plane.
 ( 2 X ± 3 = 2\W±\2
 M
 2 X ( M ) > 3r |(A7) |.
 {\s : t : u : v] € C P 3 [ s'1 + tl + u4 + v4 = 0} ,

Page 129
                        
                        

On Four- Dimensional Einstein Manifolds 113
 I In' proof, el. Bartli el aI. (1984), of this Torclli theorem relies heavily on the lml , deduced above, that every Einstein metric on M is Kahler with respect to ii '¿-sphere of complex structures.
 -I Recent results I lie llltchin Thorpe argument shows that any Einstein metric on a 4-torus is •imply the obvious flat, metric on R 1 modulo some lattice = Z'1. One way of gen-
 eralizing these examples is to replace Euclidean space R'1 with hyperbolic 4-space :!( ' S O ( 4 , l ) / S O ( 4 ) or complex-hyperbolic 2-space C%2 = SU[2,\)/U{2). Hot li of these negative-curvature homogeneous Einstein manifolds « R'1 have (llorel, 19(53; Mostow, 1985) infinitely many distinct compact quotient mani-folds A/1 obtained by dividing by discrete groups of isometrics. It has recently been shown (Besson et; al., 1995; LeBrun, 1995) that the only Einstein metrics on these spaces are the obvious ones:
 T h e o r e m 4 .1 . ( B e s s o n - C o u r t o i s — G a l l o t ) Let A/'1 be a smooth compact quotient of hyperbolic 4-space IK'1 5 0 ( 4 , 1 ) / . S ' 0 ( 4 ) , and let go be its standard metric of constant sectional curvature. Then every Einstein metric g on M is of the form g — \<p*go, where ip : M — > M is a diffeomorphism and A > 0 is a constant.
 T h e o r e m 4 .2 . ( L e B r u n ) Let M1 be a smooth compact quotient, of complex-hyperbolic 2-space CIHj = SU(2,l)/U(2), and let g0 be its standard complex-hyperbolic metric. Then every Einstein metric, g on M is of the. form g : \<p* go, where <p : M —» A7 is a diffeomorphism and A > 0 is a constant.
 Despite the apparent similarities between these results, their proofs rest on entirely different principles. The proof of Theorem 4.1 proceeds (Besson et al., 1995) by studying the entropy of the geodesic flow, and exploits Bishop's compar-ison theorem for the Ricci curvature. Instead, Theorem 4.2 is proved (LeBrun, 1995) by estimating the scalar curvature of Riemannian metrics by means of the .Seiberg-Witt.cn invariants of smooth 4-manifolds.
 These same techniques are well-adapted to proving non-existence results (Le-Brun, 199G):
 T h e o r e m 4 . 3 . ( L e B r u n ) Infinitely many compact smooth simply connected 4-manifolds with 2\ > 3 |r | do not admit. Einstein metrics.
 In fact, I will describe a sequence of smooth manifolds homeomorphic to fcCP2#eCP2, where i : k is roughly 4 : 1 , which do not admit Einstein metrics. By contrast, the Ilitchin Thorpe obstruction comes into play only when I: k is roughly 5 : 1 .
 While the Seiberg Witten techniques also give non-existence results for mani-folds with large fundamental groups, the entropy estimates of Besson et al. (1995) allow one to say rather more (Sambusetti, 1990):
 T h e o r e m 4 . 4 . ( S a m b u s e t t i ) Any integer pair (x , t ) with r = x mod 2 can be realized as the. Euler characteristic and signature of a compact smooth 4-
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 manifold (with infinite fundamental group) which is not homeomorphic to any Einstein manifold.
 In fact, we'll see how to explicitly construct such manifolds as connected sums of hyperbolic manifolds and other pieces. The fundamental groups of the key examples will thus not only be infinite, but actually have exponential growth.
 5 Seiberg-Witten techniques If (A' 1 , . / ) is a compact complex surface i.e. a complex manifold of real dimen-sion 4—then there is a process called blowing up which produces a new complex surface by replacing some given point x € X with a complex projective line CIPj. T h e resulting surface is diffeomorphic to a connected sum X # C P 2 , where CP2 is the complex projective plane with the non-standard orientation. This process can then be iterated, and in particular one may blow up any given collection of k distinct points of X so as to produce new complex surfaces diffeomorphic to XifkCP-2 for any positive integer k.
 Conversely, any compact complex surface (M, J) can be expressed as X#kC]?2 with k > 0, an iterated blow-up of some complex surface X which is not itself the
 •blow-up of anything else. cf. Barth et. al. (1984). One says that X is a minimal model for M.
 A compact complex surface ( M , . / ) is said to be of general type if its minimal model X satisfies
 and X is neither CP2 nor a CIPi-bundle over a complex curve. For example, the degree-7?i hypersurface
 in complex projective 3-space is of general type if m > 4; these examples are all simply connected, and are their own minimal models.
 Theorems 4.2 and 4.3 both follow from the following scalar curvature esti-mate:
 T h e o r e m 5 . 1 Let (M../) be. a compact complex surface of general type, and let X be its minimal model. Then any Riemannian metric, g on M satisfies
 with equality iff M = X and g is Kahler Einstein with respect to some complex structure on M.
 P r o o f T h e complex structure ./ is a priori completely unrelated to the metric g under discussion, but its deformation class is enough to allow one to define twisted spinor bundles IV = S± 0 L ] ; ~. where L is a Hermitian line bundle with c.\(L) — c\(M,J). Now assume for simplicity that b+(M) > 1. For any g, it
 (2X + 3 r ) ( A ) > 0
 {[u : v : w : z\ G C P 3 | um + vm + w'n + zm = 0}
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 then turns out that the Seiberg Witte.n equations
 D"> I> = 0 (5.1)
 F0+ = i<r(<I>) (5.2)
 niu.st be satisfied by some smooth connection 0 on L and some smooth section <I> of . Here D° is the Dirac operator coupled to 0, the purely imaginary 2-form /•'"1 is the self-dual part of the curvature of 0, and the real-quadratic map a : V, > A2 induced by the isomorphism A + ® C = © 2 S + satisfies ^(«I»)!2 = li»!'1/^-I'his can be made more explicit by choosing some Hermitian local trivialization
 of //, so that the connection 0 is represented by a purely imaginary 1-form i); in Penrose's spinorial abstract-index notation (Penrose, 1968; Penrose and Rindler, 1986) the Seiberg-Wit.ten equations then become
 WAA'+^AA')** = 0
 V(A<>B)A- =
 with the convention that |'I>|2 = <I> 'l<I>/l. The number of solutions, modulo gauge equivalence and counted with appropriate multiplicities, can be shown to be independent1 of g\ and because the equations can be solved explicitly when the metric happens to be Kiihler, it, is not difficult to show that this invariant is 1. It follows that there must be at least one solution for every metric g on M.
 Now the Seiberg Witten equations imply the Weitzenbock formula
 0 = -lAtf,I> + s<I> + |<I>|2<1>,
 where A" = -<7a('V®V£ is the Boclmer Laplacian of the connection on V+ . Taking the inner product with <I> and integrating by parts, one therefore has
 0 = / [|2V°<I>|2 + .s|<I»|2 + |<I>|*\dti JM
 so that the Cauchy Schwartz inequality tells us that
 ( [ S*dfl)' ( [ i<i>r'(//,)' > [ (-s)i«i>i2^/i > [ w v \JM / \JM ) Jm JM
 Let c]h denote the self-dual part of the harmonic representative of cj with respect to g. If nf •/ 0, equation (5.2) tells us that <I> 0 0, so from the last inequality we deduce that
 [ s2dn> f | $ | 4 d/ i = 8 [\F0+\2dfi > 32n2(ct)2. Jm Jm J
 'If = I, this is not quite true, but tin- .spirit of the pioof remains essentially the same. For details, sec l-eBrun (1996).
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 lt. follows that
 [ s 2 d n > 32TT2 (cj"
 for every metric on M. In particular,
 [ s2d(i > :V27R-(R,)- = 32TT(2X + 3 r ) ( M ) , •IM
 and it. is not difficult to check that equality can occur iff g is Kahler Einstein. On the other hand, this inequality can be improved if M is not its own
 minimal model. Indeed, in this case there are diffeomorphisms of
 M = A ' # C P 2 # - - - # C F 2
 which act trivially on the homology of Ä* and act as —1 on of any CP2 we
 choose. Pushing ./ forward via such difTeomorphisms gives rise to 2k complex
 structures on M with
 ei=cl(X)±Ei±----Ek
 where the E's are Poincaré dual to the generators of H? of the CJVs . But then ( c f ) 2 = [ c i ( X ) + ] 2 + {±E1 ± - - - ± E£)2 + 2 c , ( X ) + • (±E? ±---±E£) and we can make this > (ci(A')1 ]2 by choosing our signs so that the last term is non-negative. Hence our previous argument tells us that
 [ s2d/i > •¿•2ir2ci(X)2 = 32TT2(2X + 3r)(A') . J M
 A little extra work (LeBrun. 1996) now allows one to rule out the possibility of
 equality when k > 0. •
 To prove Theorem '1.2. first notice that a complex hyperbolic 4-manifold M = Oi^/r automatically satisfies (2^ + 3r) = 3(2\- —3r) because the standard metric is Einstein with W_ = 0 and |VF+|2 = s 2 / 2 4 . One the other hand, Theorem 5.1, applied to an arbitrary Einstein metric g 011 M now yields
 "WW = è / , , (W-1 '4) ' ' "
 ^ ^ / , / < " *
 > (2x + 3 r ) ( A / )
 so the metric must be Kahler Einstein with W - = 0. Moreover, we must have s < 0 because J s2d/i > 0 and there are solut ions of the Se iberg-Wit ten equations wi th respect to g. T h e universal cover of (AI. g) is therefore a rescaled version of COf-j, and Theorem 1.1 therefore follows from Mostow rigidity (Mostow, 1985).
 Theorem 5.1 also implies the following result:
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 T h o o r e m 5 . 2 Let X be a minimal complex algebraic surface of general type, and let M = X#kCP> be obtained from X by blowing up k > 0 points. If k • ¡(2\' 4- '¿T)(X), then M does not admit Einstein metrics.
 P r o o f Suppose g is an Einstein metric on M. Using our Seiberg-Witten scalar curvature est imate and the appropriate Gauss-Bonnet formula, we have
 ( 2 * + 3 r ) ( X ) - k = ( 2 * + 3 r)(M)
 - ¿¿<w+
 > 2 J ^ [ 3 2 7 r 2 ( 2 X + 3 r ) ( X ) ]
 = i ( 2 X + 3 r ) ( X ) ,
 so that
 | ( 2 X + 3r ) ( * ) > * .
 Hence M cannot admit an Einstein metric if k > + 3T)(X) . •
 But this in turn immediately implies Theorem 4.3. Indeed, if X is any mini-mal complex surface of general type with 2\ -f 3r > 3, there is then at least one integer k satisfying (2\ + 3r)( .Y) > k > -1- 3 r ) ( X ) . The complex surface M = X#kCP2 then satisfies 2\ > 3 |r | , but does not admit Einstein metrics by the above result. Theorem 4.3 therefore follows by considering the sequence of A"s given by the surfaces of degree > 4 in CP3.
 G Entropy inequalities In the previous section I explained how the Seiberg-Witten equations give rise to certain scalar-curvature estimates in dimension 4. These techniques belong to the realm of smooth topology, in the sense that one typically gets different est imates for different differentiable structures on the same topological manifold. And while these techniques apply equally to simply connected manifolds and manifolds with enormous fundamental groups, they tell us absolutely nothing about dimensions other than 4.
 Seiberg Wit.ten theory is the study of a system of partial differential equa-tions which first arose in quantum field theory (Witten, 1994). A much more classical area of physics, namely thermodynamics, is the ultimate inspiration of another important invariant. Let (M, g) be a compact Riemannian manifold, and let ( M . g ) be its universal cover. Let. x 6 M, and let Bp(x) C M denote the set of points of distance < p from x; let \'o\(Bp(x)) denote the Riemannian volume of this distance-ball. Then the entropy of (M.g) is defined to be
 e/ \f s ,. l o g V o l ( W ) L(M,(j) = Inn — .
 ft-' oc p
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 This is independent of the base-point :r, and can be non-zero only if the funda-mental group of M is infinite. The reader may wish to check that any compact n-manifold of constant sectional curvature K < 0 has entropy (71 - 1)\f\K~\-
 The last example brings out the fact that the entropy is not scale-invariant; if ( M , g ) has entropy £, then, for any positive constant A, (M, X2g) has entropy £ /A. We can remedy this by instead considering the normalized entropy
 t(M,g) = (Vol
 T h e o r e m 6 .1 . ( B e s s o n - C o u r t o i s - G a l l o t ) Let M be any compact quotient of a real, complex, quaternionic, or octonionic hyperbolic space, and let go be the standard metric on M. Then any other metric g on M satisfies
 £ ( M , g ) > t(M,g0),
 with equality iff g is locally symmetric.
 The proof involves embedding the universal cover of M in L2 of its sphere at infinity, and comparing the entropy with the integral of a certain closed differ-ential form over a fundamental domain; for details see Besson et al. (1995).
 An important application is the following:
 C o r o l l a r y 6 . 2 Let (M,go) be a compact quotient of hyperbolic space !K", and let g be any metric on M with Ricci curvature r > —(11— 1 )g. Then V o l ( M , g ) > Mo\(M,go), with equality iff g has constant sectional cwvature -1.
 Notice that this is still true for all n, but that M is now assumed to be real hyperbolic. The reason is that Bishop's inequality (Besse, 1987; Bishop, 1963) says that a ball of radius p in ( M , g ) must be no bigger than that of the corresponding ball in since we've assumed that the Ricci curvature of (M, g) is no smaller than that of DC". We therefore have
 E(M,g)<(n-l)=Z(M,g0)-
 But we also know that (Vol(M, <?))1/n£(M,<?) > (Vol(M,go))t/n£(M,go), so it follows that Vol(jV/, g) > Vol (A-/, go), and that equality only occurs if g has constant curvature —1.
 If we now further assume that n = <1 and that g is Einstein, with r — —3g, then this argument tells us that
 i L f k = ^ ¿Vol(M,50) = ¿ I %dp9a,
 with equality iff g has constant sectional curvature - 1 . But the 4-dimensional Gauss-Bonnet formula tells us that
 b L ="(A"> - L >w'f+1]5 i L I""-
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 no equality holds, and g must have constant sectional curvature —1. The result therefore follows by Mostow rigidity.
 The same reasoning that leads to Theorem G.l also proves the following:
 T h e o r e m 6 . 3 . ( B e s s o n - C o u r t o i s G a l l o t ) Let (M, go) be as in Theorem 6.1, and let N be. a compact manifold of the same dimension. If there is a smooth map f : N —* M of degree, j > 0, then any metric g on N satisfies
 t(N,g)>jt(M,go).
 / / d i m M > 2, moreover, equality is only achieved if f is homotopic to a covering map which is a local isornetry.
 Theorem 4.4 is then a consequence (Sambusetti, 1!)96). Indeed, let (M, go) be a compact 4-dimensional hyperbolic manifold, and let N to be a connected sum of a number of copies of M, Sl x S 3 ' s , and C I V s with either orientation:
 N = jM#k{Sl x S : ! ) # < ? C P 2 # " i O V
 Thus
 X(N) = 2 + j { \ { M ) - 2 ) - 2 k + ( + m
 T(N) = i -»«.
 Without an extra constraint, then, for each positive integer j , we could sweep out all (x, r) with X = T "1()d 2 by varying the non-negative integers k, £, and m. However, we'll now only consider those choices for which x(N) < jx(M)~, that is, we also stipulate that
 2 - 2k + £ + m < 2 j.
 Now if N admitted an Einstein metric with r = — 3g, we would have £(N,g) < 3 = £(.'V/,go) by Bishop's ineciuality. But there is a nearly tautological map / : N —* M of degree j , so
 ( V o l { N , g ) ) l ' n i ( N , g ) > j(Vo\(M,g0))1/nt(M,g0)
 by the above result, and hence V o l [ N , g ) > jVo\(M,go). Hence
 which is of course a contradiction because we have arranged that x{N) < jx{M). Si
 nee x{M) > 0, varying j, k, ('. and in t herefore allows us to realize every integer pair wit h x = r m o t ' a s l ' l c Eider characteristic and signature of a 4-manifold which does not admit Einstein metrics.
 Since the above argument only depends on the existence of a suitable homo-topy ckiss of maps f : N -> M, changing the difl'erentiable structure of these
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 examples would change absolutely nothing; t hese N's are not even homcomorphic to Einstein manifolds.
 Once again, notice how these entropy arguments involve the gigantic size of the fundamental group in an essential way. These beautiful results can therefore shed no light at all on manifolds with small fundamental group.
 7 Concluding remarks In this article, I have tried to explain two new sets of techniques which yield re-sults concerning 4-dimensional Einstein manifolds. Seiberg Wit.ten theory gives us diffcrential-topological invariants which allow one to estimate the scalar cur-vature of a metric in relation to its volume. The entropy method instead allows one to deduce Ricci-curvature estimates from homotopy-theoretic assumptions. The mystery is that while these techniques sometimes lead to analogous results, they seem profoundly unrelated to one another. I am therefore convinced that there must be a deeper explanation of these results, involving principles which remain to be discovered.
 The most tantalizing parallel between results obtained by these different means must surely be the analogy between Theorem 4.1 and Theorem 4.2. But let me now highlight an important technical distinction. The proof of Theorem 4.1 actually shows that any Einstein 4-manifold which is homotopy equivalent to a hyperbolic manifold must itself be hyperbolic. But the proof of Theorem 4.2 does not lead to a similar conclusion in the complex-hyperbolic case. Does this merely illustrate a limitation of the method of proof, or does it capture a factual difference between the real- and complex-hyperbolic cases?
 In the same vein, it is interesting to consider what the two techniques tell us about blow-ups of complex-hyperbolic manifolds. The Seiberg-Witten argument tells us that blowing up such a space at | ( 2 X + 3T) points will result in a smooth manifold without Einstein metrics. The entropy argument is slightly less efficient, but it. does reach the same conclusion provided ^ ( 2 X + 3r ) points are blown up. However, the entropy argument reaches a stronger conclusion: the non-existence assertion applies equally to all smooth structures on the manifold. Presumably neither of these results is sharp, though. Could it be that blowing up at just one point is enough t o obstruct the existence of an Einstein metric?
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 Loss of Information in Black Holes
 S t e p h e n H a w k i n g Department of Applied Mathematics and Theoretical Physics
 University of Cambridge Silver Street, Cambridge CB3 SEW
 I Personal and historical remarks It is a pleasure to be here to celebrate Roger's birthday. Like many people, I find it difficult to believe he is about to be 65. I just hope I am in such good form when I reach that age.
 When I began research in the early 1960s, general relativity was at a low ebb. Many of you will have read Feynman's comments, on a conference on general relativity that he attended. I believe it was at Chapel Hill. At that time, there was no contact with observations. Most people in llie field spent their t ime doing messy calculations of Christoffel symbols. They were so pleased if they found a solution that they did not care what physical significance it had, if any.
 Roger stood out, head and shoulders, above other people in the field. His background in pure mathematics meant that he understood that the global struc-ture of space- t ime might need more than a single coordinate patch to cover it. That may seem obvious now, but in those days, many people thought that the surface, r = 2m, in the Schwarzschild solution was a singularity, and one could not go inside it. I remember a relativist, whose lectures at Kings College I at-tended in my first year as a research student, saying that someone had found a coordinate transformation that removed half the singularity. But. clearly he did not think it was physically significant-
 Roger took a more global view of space-time. While Bondi, Newman, and their collaborators, studied gravitational radiation in terms of messy asymptotic expansions, Roger had the brilliant idea of applying a conformal transformation, and making infinity into a finite null surface, scri. This meant that the behaviour of gravitational radiation at infinity could be studied in local terms. This work on conformal properties brought Roger to consider the global causal structure of space-t ime, and led to his next great step forward, the Penrose singularity theorem of 1965. It opened a new dimension. Previous work on gravitational collapse had been in particular coordinate systems, and had made assumptions of symmetry, or hand waving approximations. But Roger showed that once gravitational collapse had gone beyond a certain point, a singularity of space-
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 time was inevitable. This theorem held for any reasonable form of matter, and it. applied to fully general space-times, without any symmetries. It was in direct contradiction to the Russians, Lifshitz and Khalatnikov, who claimed that a general collapse would not lead to singularities. But it is hard to argue with a mathematical theorem, so in the end they had to recant, though it took them another five years.
 Roger's theorem showed that gravitational collapse had to end in a singu-larity, at which general relativity broke down. We estimate that gravitational collapse occurs at least once a year in our galaxy, and at a similar rate in other galaxies. So how is it that we can predict anything? The answer is that general relativity seems to obey what. Roger called the Cosmic Censorship Conjecture. This says that any singularit ies formed in collapse from non-singular data will be hidden behind an event horizon, another term Roger introduced. The Cosmic Censorship Conjecture is fundamental to all work on black holes. I therefore had a bet with Kip T h o m e and John Preskill that it was true. Unfortunately, I was not careful enough about the wording of the bet, and the similarity solutions that represent the threshold of black hole formation were a counterexample. But all the evidence suggests t hat t he conjecture is true for generic initial data. The world is safe from naked singularities, at least in classical general relativity.
 The next major development in the field came with the unexpected discovery by Werner Israel, that a static black hole had to be spherically symmetric. My use of the term 'black hole' here is an anachronism, because it. was not introduced until later, but it is a convenient shorthand. At first, many people, including Israel himself, thought this result implied that black holes would form only in collapses that were exactly spherical, which would be a set of measure zero amongst all collapses. However, Roger and John Wheeler put forward a different interpretation. This was that in gravitational collapse, an asymmetric body would lose all multi -pole moments, except mass, angular momentum, and electric charge, which were protected by coupling to gauge fields. If this interpretation was correct, black holes could have no hair. In other words, time independent black holes would be determined completely by their gauge charges. This was proved for Einstein Maxwell theory, by the combined work of Israel, Carter, Robinson, and myself. For gravity coupled to Yang Mills, Higgs, or dilation fields, there are additional complications, but the result remains essentially true: stable non-extreme black hole solutions are completely determined by their gauge charges.
 2 Information loss The no hair results indicated that a lot of information was lost in gravitational collapse. One ended up with a black hole that was determined by its mass, angular momentum, and electric charge, but which was otherwise independent of the nature of the body that collapsed. In a purely classical theory, there would be no information loss, because one would never actually lose sight of the collapsing body. It would appear to slow down, and hover just outside the horizon, getting
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 rapidly more rod shifted, but never actually disappearing. So in classical theory, someone at infinity could in principle always observe the collapsing body, and there would be no loss of information. But in quantum theory, the number of photons emitted by the collapsing body before the event horizon forms will be finite. There will be far too few of them to carry all the information about the collapsing body. Thus an outside observer will lose information about what collapsed to form the black hole.
 This loss of information did not. matter too much, when it. was thought the black holes went on forever. One could still say that the information was inside the black hole. It was just, that it was not. accessible to an observer at infinity. However, the situation changed when it was discovered that black holes radiate with a thermal spectrum. The radiation would be in a mixed quantum state, and would not carry away information about what was inside the black holes. However, it would carry away energy, and hence, mass. Unless they were stabi-lized by something like a magnetic charge, it seemed black holes would radiate down to zero mass, and disappear. What, then would happen to the information they contained?
 Physicists seem to have a strong emotional attachment to information. I think this comes from a desire for a feeling of permanence. They have accepted that they will die, and even that the baryons which make up their bodies will eventually decay. But, they feel that information, at least, should be eternal. There have therefore been three main suggestions, for preserving information in black holes.
 The first is that the black hole does not evaporate completely, but leaves a Planck sized remnant containing the information. The second is that all the information in the black hole comes out in the final burst of radiation when the black hole gets down to the Planck size. That is where the semi-classical calcu-lation of the radiation will break down, so information might emerge. The third is that the radiation coming out of the black hole contains subtle correlations between different modes, which are not seen in the semi-classical calculation, and which encode the information.
 I think one can dismiss the first, two suggestions. The remnant hypothesis would not be C P T invariant, if black holes could form, but never disappear com-pletely. And one might expect more than the cosmological density of remnants, left over from the evaporation of black holes in the very early universe. The final burst hypothesis is in trouble because it, takes energy to carry information, and there is very little energy left in the final stages. The only possibility is for the information to trickle out very slowly. So this possibility is similar to the remnant one.
 In my opinion, the only way of preserving information that has not been ruled out is if there are correlations in the outgoing radiation that carry the information. Such correlations would occur if black holes can be replaced by collections of strings, attached to D-branes, with the same gauge charges. These systems of D-branes and strings have a number of internal states, or amount of
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 information, t hat. is the same function of the gauge charges, as c. to the quarter area of the horizon of the black hole However, the D-brane calculations are valid only for weak coupling, at which string loops can be neglected. But at these weak couplings, the D-branes are definitely not black holes: there are no horizons, and the topology of space-t ime is that of flat space. One can foliate such a space-t ime with a family of non-intersecting surfaces of constant time. One can then evolve forward in time with the Hamiltonian, and get a unitary transformation from the initial state to the final state. A unitary transformation would be a one to one mapping from the initial Hilbert space to the final Hilbert space. This would imply that there was no loss of information, or quantum coherence.
 To get something that corresponds to a black hole, one has to increase the string coupling constant, until it becomes strong. This means that string loops can no longer be neglected. However, it is argued that for gauge charges that correspond to extreme, or near extreme, black holes, the number of internal states will be protected by non-renormalization theorems, and will remain the same. On the other hand, as the coupling is increased, and event horizons appear, the Euclidean topology of space-t ime will change discontinuously. The change in topology will mean that any vector field that agrees with time translations at infinity will necessarily have zeroes in the interior of the space-time. In turn, this will mean that one cannot foliate space-t ime with a family of time surfaces. If one tries, the surfaces will intersect at the zeroes of the vector field. One therefore cannot use the Hamiltonian to get a unitary evolution from initial state to final. But if the evolution is not unitary, there will be loss of information. An initial state that is a pure quantum state can evolve to a quantum state that is mixed. That is, it is described by a density matrix, which is a two index tensor on Hilbert space, rather than by a state vector. This process of evolution from a pure state to a mixed state is called loss of quantum coherence. It is what those who are attached to unitarity object to so violently.
 One cannot just ignore topology, and pretend one is in flat space, which in effect is what those that want to preserve unitarity are doing. The recent progress in duality is based on 11011-trivial topology. One considers small perturbations about different vacua of the product form, flat space cross internal space, and shows that one gets equivalent Kaluza-Klein theories. But. if one can have small perturbations about product metrics, one should also consider larger fluctuations that change the topology from the product form. Indeed, such non-product topologies are necessary to describe pair creation or annihilation of solitons, like black holes, or D-branes.
 It is often claimed that supergravity is just a low energy approximation to the fundamental theory, which is string theory. However, I think the recent work 011 duality is telling us that string theory, D-branes, and supergravity, are all 011 a similar footing. None of them is the whole picture, but each are valid in different, but overlapping regions. There may be some fundamental theory, from which they can all be derived as different approximations. Or it may be that theoretical
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 physics is like a manifold, that cannot be covered by a single coordinate patch. Instead, we may have to use a collection of apparently different theories, that are valid in different regions, but which agree on the overlaps. After all, we know from Goedcl's theorem that even arithmetic cannot be formulated in terms of a single set of axioms. Why should theoretical physics be different?
 Even if there is a single formulation of the underlying fundamental theory, we do not have it yet. What is called string theory has a good loop expansion. But it is only perturbation theory about some background, generally flat space. So it will break down when the fluctuations become large enough to change the topology. Supergravity, 011 the other hand, is better at dealing with topological lluctuations, but it will probably diverge at some high number of loops. Such divergences do not mean that supergravity predicts infinite answers. It is just that it cannot predict beyond a certain degree of accuracy. But. in that, it is 110 different from string theory. The string loop perturbation series almost certainly does not converge, but is only an asymptotic expansion. Thus at finite coupling, it will only have limited accuracy.
 I shall take what I have just said as justification for discussing information loss in terms of general relativity or supergravity, rather than D-branes and strings. If one accepts that this is the right arena, it follows that information loss must occur, independent of what might occur in the final stages of evaporation, when Planck scale physics is involved. Consider, for example, an extreme magnetically charged black hole. This will have zero temperature, and so will not radiate anything. Suppose one now sends in a certain number of particles in a pure quantum state. This will increase the information content of the black hole. It will also increase the mass, and the black hole will radiate thermally, until it gets back to the extreme zero temperature state. The net effect is that the information about the particles sent in has been lost. All one gets back is thermal radiation in a mixed quantum state. Yet t he curvature outside the horizon has been small at all times. So the semi-classical calculation of the radiation should be valid, and in particular, the conclusion that t he radiation is in a mixed state, with 110 correlations between different modes.
 For years, I have felt, that information loss would occur, not only for macro-scopic black holes, but on a microscopic scale as well, because of virtual black holes that would appear and disappear in the vacuum state. Particles could fall into these virtual black holes, which would then radiate other particles in a mixed quantum state. However, I did not know how to describe such processes, because I could not see how a black hole could appear and disappear, in a man-ner that was non-singular, at least, in the Euclidean regime. I now realize that my mistake was to try to pict ure a single virtual black hole appearing and dis-appearing. Instead, black holes appear and disappear in pairs, like other virtual particles. Equivalently, one can think of the virtual pair as a single black hole moving on a closed loop.
 In d dimensions, a single black hole has a Euclidean section with topology Sd~2 x It1. A real or virtual loop of black holes has Euclidean topology Sd~2 x S2,
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 minus a point thai, has been sent, to Infinity by a conformal transformation. For simplicity, I shall consider d = 4, but the treatment for higher d will be similar.
 On the manifold S x S1. minus a point, I shall consider Euclidean metrics that are asymptotic to fiat, space at infinity. Such metrics can be interpreted as closed loops of virtual black holes. Because they are off-shell, they need not satisfy any field equations. But they will contribute to the path integral, just as off-shell loops of particles contribute to the path integral, and produce measurable effects. The effect that I will be concerned with for virtual black holes is loss of quantum coherence. This is a distinctive feature of such topological fluctuations that distinguishes them from ordinary unitary scattering, which is produced by fluctuations that do not change the topology.
 One can calculate scattering in an asymptotically Euclidean metric on S x S", minus a point. One then weights with r. to the minus the action of the metric, and integrates over all asymptotically Euclidean metrics. This would give the full scattering, with all quantum corrections. However, we can neither calculate the scattering in a general metric, nor integrate over all metrics. Instead, what. I shall do is point out some qualitative features of the scattering in general metrics, that
 . indicate that quantum coherence is lost. I shall then report on some scattering calculations that Simon Ross and 1 are doing in a specific metric, the c metric. It is sufficient to show that quantum coherence is lost in some metrics in the path integral, because the integral over other metrics cannot restore the quantum coherence lost in our examples.
 In general, an asymptotically Euclidean metric cannot be analytically contin-ued to a region where it is real, and Lorentzian. This does not, matter for scatter-ing calculations, because; the metric can be analytically continued to Minkowski space at infinity, and ingoing and outgoing states defined. These can be prop-agated to each other, by the analytically continued Euclidean Green functions. In scattering calculations, one measures only states at infinity, and not in the interior of the space- time. One should therefore integrate over all metrics for the interior. The idea is that a path integral over all Euclidean metrics is equivalent in a contour integral sense to a path integral over all Lorentzian metrics.
 Despite twenty years of advocating the Euclidean approach to quantum grav-ity, I do not have much intuition for Euclidean scattering. However, if the Eu-clidean metric has a liypersurface orthogonal Killing vector, it can be analytically continued to a real Lorentzian metric, in which it is much easier to see what is happening. I shall therefore consider scattering in such metrics. Metrics on S2 x S2 minus a point can at, most admit one other Killing vector, but they can-not be spherically symmetric. Thus they do not behave like the two dimensional models of black holes.
 The Lorentzian section will contain a pair of black holes that accelerate to infinity. One might think that this is not very physical, but it is no different from a closed loop of a particle like an electron. Closed particle loops are really defined in Euclidean space. If you analytically continue them to Minkowski space, you get an electron-positron pair accelerating away from each other. This kind
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 of behaviour is typical. Any topologically non-trivial asymptotically Euclidean metric will appear to have solitons accelerating to infinity, in the Lorentzian section. But this does not mean that there are actual black holes at infinity, any more than there are runaway electrons and positrons, with a virtual electron loop. One can regard the use of the Lorentzian metric, with its black holes accelerating to infinity, as just a mathematical trick to evaluate a Euclidean path integral.
 The idea is to consider quantum fields propagating on an accelerating black hole background, rather like my original calculation of black hole radiation. I remember when I first presented my results at a conference near Oxford, people were rather scornful. What [ was doing was not real quantum gravity. That was a matter of Feynman diagrams. That attit ude still persists, though the Feyn-man diagrams have now been replaced by string diagrams. But as I said earlier, string theory h;us only a limited range of validity. It. is good for calculating per-turbative quantum corrections, but not well adapted t o dealing with topological fluctuations.
 To understand the structure of these accelerating black hole metrics, it is helpful t:o draw Penrose diagrams, or should I say, Pen rose-Carter diagrams. In interpreting these diagrams, one has to remember that these spaces are not spherically symmetric, like Schwarzschild or Reissner Nordstrom. A single two dimensional section therefore does not express the whole structure. Start with the Penrose diagram for Rindler space, with the two acceleration horizons, and s c r i + , and scri~. A uniformly accelerated particle moves on a world line, that goes out to sen~ and scri+, at the points where they intersect the acceleration horizons. We now want, to replace the accelerating particle, and the similar accelerating particle on the other side, with black holes. So we replace the regions of Rindler space, to (lie right and left of the accelerating world lines, with intersecting black hole horizons. It turns out that the two accelerating black holes are just the two sides of the same three-dimensional wormhole, so one has to identify the two sides of the Penrose diagram. At first sight, it looks as if one has lost half of scri. But this is because this Penrose diagram applies only exactly in the direction of the acceleration. Generators of scri+ that are in different directions do not. intersect, t he acceleration horizons, and lie entirely to their future. One can see this by drawing s e n ' as a cylinder. The acceleration horizons are then the past light cones of points on the two generators, in the direction of the acceleration. I shall ignore data on these two generators, as being of measure zero on sci'i.
 The idea now is to do quantum field theory in curved space, on the back-ground of the accelerating black hole metric. One calculates the probability to go from initial to final state, in each background, and integrates over all back-ground metrics to get. the full answer. This procedure will incorporate the back reaction of the particles on the metric, automatically.
 The analytically continued Euclidean Green function will define a vacuum state, ()/,, which is the analogy of the so called Hartle-Hawking state, for a
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 static black hole. 1 liiul it a bit awkward to user that term, so 1 shall call it the Euclidean quantum state, but it is equivalent. The Euclidean quantum state can be characterized by saying that positive frequency means positive frequency with respect to the affine parameters on the horizons. In the accelerating black hole metrics, there are two kinds of horizons, black hole, and acceleration. Each kind of horizon consists of two intersecting null hypersurfaces, which I will refer to as left and right. To get a Cauchy surface for the space-time, one has to break the symmetry between left and right, and choose say the left acceleration horizon, and the right black hole horizon. The quantum state defined by positive frequency, with respect to the affine parameters on these horizons, is the same as the quantum state defined by the other choice of horizons.
 Another Cauchy surface in the future (modulo a set of measure zero) is formed by sen + , and the future parts of the black hole horizon, as shown in the diagram. There is a natural notion of positive frequency on sen. This is defined by the affine parameter on the generators, in the conformal metric in which scri is a cylinder. On the black hole horizons, the concept of positive frequency is less well defined. One could use Rindler time, but what one observes on scri is independent of the choice of positive frequency on the black hole horizons.
 Because scii+ and the future black hole horizons are a Cauchy surface, the quantum state of a field <j> will be determined by data on these surfaces. This means that the Hilbert space of the space-time, will be isomorphic to the tensor product, x 3),, . the Fock spaces on scri+ and the future black hole horizons respectively. The Euclidean vacuum state, 0/,, can be represented as a state in this tensor product. But. because of frequency mixing, it will not be the vacuum state on scri, cross the vacuum state on the black hole horizon. Rather it will be a state containing pairs of particles. Both members of the pair may go out to s c r i + , or both may fall into the hole, or one go out to scri+, and one fall in. It. is this hist category that has the interesting effects. An observer on s m + cannot measure the part, of the quantum state on the black hole horizon. He or she would therefore have to trace out over all possibilities on the future black hole horizons, and describe the observations by a density matrix. Thus there will be loss of quantum coherence.
 The calculation of the density matrix in the accelerating black hole metric is very similar to that for a static black hole, though a lot harder to do quantita-tively. One takes positive frequency data on scri+, and propagates it backward, with nothing coining out. of the future black hole horizons. Part of the waves will enter the black holes, and register on the past horizon. However, the geodesic continuation of the past horizon of one black hole is the future horizon of the other. But the data has been set to zero on the future black hole horizons. So the wave is non-zero on only half the horizon. This means it is not purely positive frequency with respect to the affine parameter. Thus there is outgoing radiation at scri +, contrary to what has been claimed by Yi, who said that accelerating black holes would not radiate. His argument was basically that an observer mov-ing with the black hole would think that the black hole was in equilibrium with
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 I in- acceleration radiation. But an observer at infinity in Rindler space will not see the acceleration radiation. So Yi reasoned that an observer at infinity should not see radiation from the black holes either. But the frequency mixing argu-ment I have given shows that this expectation was wrong, just as the frequency mixing argument refuted the earlier expectation that static black holes should not radiate.
 The quantum state defined by the analytically continued Euclidean Green functions will contain both incoming and outgoing radiation. Unlike the Eu-clidean state for static black holes, there will not be radiation to infinity at a steady rate for an infinite time. Instead, the radiation will be peaked around the points on scri, where the acceleration horizons intersect scri. The radiation will die off at early and late t imes on scri, and the total energy radiated in any given direction will be finite.
 How should we interpret this? In the case of a static black hole, one usually imposes the boundary condition that there is no incoming radiation on scri~. This means that one has to subtract the incoming radiation from the Euclidean state, to give what is called the Unruh state. This is singular on the past horizon, but that does not matter, as one normally replaces this region of the metric with the metric of a collapsing body. The energy for the steady rate of outgoing radiation comes from a slow decrease of the mass of the black hole formed by the collapse. However, in the case of a virtual black hole loop, there is no collapse process to remove the singularities on the past horizons of the black holes, or supply the energy of the outgoing radiation. My view, therefore, is that integrating over virtual black hole metrics will cause the amplitude to be zero, unless the energy of the outgoing particle or particles is matched by particles with the same energy falling in. One might object that one would never have exactly the combination of incoming particles that corresponded to the quantum state obtained from the Euclidean Green functions. But I do not think that matters. All the metric cares about is the energy momentum tensor. It does not matter what species of particles produces it. I think all that is important is that there should be an energy -momentum balance, between the particles that fall into the accelerating black holes, and those that come out. The black holes do not emit a definite collection of particles. Instead, the outgoing radiation is in a mixed quantum state, with different probabilities for sending out different collections of particles. All that one does, is compare the relative probabilities for those collections of particles with the same energy iis the particles that fall in. Thus one can consider processes in which one or two particles fall into a virtual black hole loop, and one or two come out. These processes look like Feynman diagrams, but the difference is that the outgoing particles will be in a mixed state. There will be loss of quantum coherence.
 These virtual black holes will presumably be of Planck size. The cross-section for a low energy particle to fall into a Planck size static black hole is very low unless the particle is spin zero. This suggests the effects of virtual black holes will be small except for scalar particles. To check this, Simon and I wanted to
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 do a scattering calculation in an accelerating black hole metric. We chose the c metric. This does not really qualify as a virtual black hole metric, because it. has string singularities pulling the black holes apart. But it has the same structure as a virtual black hole, and it has the great advantage that the wave equation separates.
 The c metric can be written in the form
 Here G is a quartic with four real roots, £1 to The coordinate x is an angular variable, like the angle 0. and runs from £3 to £1. The coordinate y can be thought of as a radial coordinate. The black hole horizon is at y — £2- The acceleration horizon is at y = £3. And infinity is at IJ = x, between £3 and The coordinate t is like Rindler time, rather than Minkowski time, or retarded time 011 scri. The Euclidean extension of the c metric is periodic in it, with period Thus someone moving on the orbits of the Killing vector would see the black holes in thermal equilibrium with the' acceleration horizons, at a temperature of —•.
 The minimally coupled scalar wave equation, • <j> = 0, is the same as the conformally coupled wave equation, because the scalar curvature, R, of the c metric, is zero. One can therefore make a conformal transformation with factor ft = A(x - y), and obtain a metric in which the wave equation separates.
 The equation in the angular variable, x, has solutions that are regular on both axes, only for discrete values of the separation constant, D. In the limit in which the accelerating black holes are small, the angular eigenfunctions will be spherical harmonics. One can then use these values of D in the radial y equation. The black hole horizons will radiate particles according to the B o s e -Einstoin factor, where u> is the frequency with respect to Rindler time. Some of these particles will be reflected back into the black holes, and some will propagate to the acceleration horizon, and then 011 to scri + . On s c r i + , one can take Fourier transforms of t he mode with respect to the affine parameter 011 the generators to obtain the particle content.
 Simon and I are still working 011 this programme. However, we have shown that, the transmission factor between the black hole and acceleration horizons is proportional to or . for small u>. This will cancel the u>~1 divergence in the Bose-Einstein factor, and give a finite emission in each angular mode. We also find that the dominant contribution comes from the I = 0 mode, and that higher modes are suppressed. This suggests that the main effect of virtual black holes will be on scalar fields, and that the interaction with higher spin fields will be suppressed.
 To summarize, the no hair theorems and the quantum nature of light, mean that one cannot measure the information inside black holes. This information then gets lost, when the black hole evaporates and disappears. I have taken it that general relativity or supergravity, rather than string theory or D-branes, are the right arena to discuss horizons and non-trivial topology. On this basis, it is
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 clear that information is lost., and the evolut ion is non-unitary. One can see this in the Lorentzian regime, because scri1 on its own is not a Cauchy surface for space-time. One has to add the future black hole horizons. Because one cannot measure the data on the black hole horizons, one loses information and quantum coherence. In the Euclidean regime, the non-trivial topology shows that one cannot foliate with a family of t ime surfaces, and get a unitary Hamiltonian evolution. Finally I presented calculations on virtual black holes. These indicate that quantum coherence can be lost on a microscopic scale, and that the main effect would be on scalar fields. Could t his be why we have not seen the Higgs?
 Roger has suggested that quantum gravity causes what he calls OR, or objec-tive reduction of the wave function. This is a form of loss of quantum coherence. So I have provided a mechanism for Roger's proposal. But I very much doubt whether it has anything to do with Schroedinger's cat, or the operation of the brain. Decoherence through interaction with the environment will be more im-portant in both cases.
 I have gone on long enough to lose quantum coherence. Thank you for lis-tening.
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 Fundar-mental Geometry: the Penrose Hameroff 'Orch OR' Model of Consciousness
 S t u a r t H a m e r o f f Health Sciences Center, University of Arizona,
 Tucson, Arizona 85724-511J,
 1 Introduction: on the trail of an enigma In The Emperor's New Mind and Shadows of the Mind, Roger Penrose followed a delicate thread to begin to unravel the problem of consciousness. He concluded that conscious thought is more than computation--our minds utilize some type of non-algorithmic processing unavailable in computers. Regarding the identity of the proposed processing, the int repid sleuth also searched for a 'subtle and largely unknown physical principle' capable of performing the needed non-computational actions. That principle was deduced to be 'objective reduction' (OR) of quantum coherent superposition, Penrose's quantum gravity solution for the problem of wave function collapse in quantum mechanics. The next piece of the puzzle then became: where and how could quantum coherent superposition and OR occur in the brain? To that end, Penrose began collaboration with this author, who suggested that the logical and most likely source of macroscopic quantum effects in the brain lies in neuronal microtubules in the cell cytoskeleton.
 Critics referred to the juxtaposition of consciousness, quantum gravity and brain microtubules as a mere 'minimization of mysteries', and a 'marriage of convenience', and questioned how quantum coherence could possibly occur and environmental decoherence be avoided in the 'noisy', thermal brain. Address-ing these and other issues, Penrose and Hameroff (1995; Hameroff and Penrose 1996a, 1996b) developed a specific tripartite (philosophy, physics, biology) model of consciousness: orchestrated objective reduction (Orch OR) in neuronal micro-tubules.
 In this paper, relevant points of philosophy, physics and biology are surveyed, the Orch OR model is summarized, and a list of testable predictions is presented. In conclusion, Penrose's 'Platonic world' is considered in the context of new ideas in physics and biology.
 2 Philosophy: a panexperiential 'funda-mentality' In addition to non-computable processing, certain features of consciousness are difficult to explain by conventional neural connectionist theories. For exam-
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 pie, ("in tin: nature of conscious experience (Chalmers' 'hard problem') be fully explained solely by dynamical firing patterns of the brain's neural networks? Re-ductionist neuroscientists and philosophers (e.g. Dennett, 1991) claim that, yes, consciousness can be fully explained in terms of neural firing activity. However others caution that even if the activity of every neuron, channel and molecule in an entire brain were known and precisely correlated with a particular mental state, that state's subjective 'qualia', or experience (the smell of a rose, the sound of an oboe,. . .) would remain enigmatic (Chalmers, 1996a, 1996b). Other fea-tures of consciousness for which reductionist, explanations appear to fail include 'binding' (e.g. in vision, of unitary 'self'), pre-conscious to conscious transitions, and non-deterministic free will.
 In addition to reduc.tionisrn, philosophical approaches to consciousness in-clude 'dualism' (consciousness is separate and distinct from the brain), 'ideal-ism' (consciousness and reality are one) and various forms of 'panpsychism' or 'panexperientialism' (conscious experience is somehow intrinsic to physical re-ality). The latter may hold the most promise—the raw precursor to conscious experience being somehow embedded in the fundamental physics of the universe.
 in the historic panpsychism of Spinoza (1677), every atom and material ob-ject was considered to have a rudimentary aspect of proto-consciousness. Many philosophers refined this position, for example Leibniz (e.g. 1768) saw the uni-verse as an infinite number of fundamental units ('monads')—each having a primitive psychological being. Whitehead (1929, 1933) described dynamic mon-ads with greater spontaneity and creativity, interpreting them as mind-like en-tities of limited durat ion ('occasions of experience'—each bearing a quality akin to 'feeling'). More recently, Wheeler (e.g. 1990) described a 'pre-geometry' of fundamental reality comprised of information. Chalmers (1996a, 1996b) con-tends that fundamental information includes 'experiential aspects' leading to consciousness.
 The word 'panpsychism' is often used to describe these positions, however Griffin (1988) suggests that the term 'panexperientialism' is preferable: 'psyche' implies the complex conscious mind, whereas experience proposed to be em-bedded at the micro-scale is raw, undifferentiated proto-consciousness (Farleigh 1998).
 The panexpenential view most consistent with modern physics is that of Alfred North Whitehead: 1) consciousness is a process of events occurring in a wider, basic field of raw proto-conscious experience, 2) Whitehead's events (discrete occasions of experience) are comparable to quantum state reductions (Shimony, 1993).
 This suggests that consciousness could involve a self-organizing process of quantum events occurring in a 'basic field' of raw experience. If experience is fundamental, the basic field must exist at t he most fundamental level of reality.
 The universe is generally described in terms of spacetime geometry. Modern physics holds that reality is rooted in 3-dimensional space and a 1-dimensional time, combined together into a 4-dimensional spacetime. This spacetime is
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 FIG. 1. A spin network. Introduced by Roger Penrose (1971) as a quantum me-chanical description of the geometry of space, spin networks describe spectra of discrete Planck scale volumes and configurations (with permission, Rov-elli and Smolin, 1995a). Scale bar (lower right): Planck length ( 1 0 _ 3 3 c m ; 10~ 2 5 nm) .
 slightly curved, in accordance with Einstein's general theory of relativity which precisely describes distributions of mass density in terms of spacet.ime curvature. Gravitational fields of all mass objects are encoded as curvatures in spacetime geometry; large objects have large curvatures, small objects have small curva-tures. (Another cause of spacetime curvature is the Weyl tensor, which Penrose likens to 'a kind of gravitational analogue of the electromagnetic field quantity'.) But what exactly is the fundamental nature of the spacetime being curved?
 The Planck scale ( 1 0 _ 3 3 c m ) is the length at which spacetime is no longer smooth. To provide a quantum mechanical description of the geometry of space at this scale, Penrose (1971) introduced 'spin networks' (e.g. Figure 1, Rovelli and Smolin, 1995a, 1995b) in which spectra of discrete Planck scale volumes and configurations are obtained. It is interesting to compare these fundamental spacetime volumes and configurations with the philosophical concept of (quan-tum) monads.
 In a panexperiential philosophical view consistent with modern physics, quan-tum spin networks defining Planck-scale spacetime geometry are a possible site for proto-conscious 'funda-mental' experience. In this view, various configura-tions of quantum spin geometries represent different varieties of raw experience. A self-organizing quantum process operating in funda-mental spacetime could then select a particular geometry of conscious experience. What type of quan-tum process could do this?
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 3 Physics: objective reduction (OR) Quant um theory depends upon quantum superposition, whereby individual par-ticles. or even large collections of them (quantum coherence) can coexist in sep-arate locations or states at once, sometimes spread over macroscopic distances. Yet quantum superpositions seem to perish when systems get 'too large', and mysteriously 'collapse' (or 'reduce') to definite, particular states and locations. As simple isolated quantum systems do not, by themselves, become 'unsuper-posed', conventional theory contends that systems remain in superposition until consciously observed. Accordingly, the mythical 'Schrôdinger's cat' remains both dead and alive in its closed box until externally examined.
 However many physicists now believe that intermediate between tiny quan-tum-scale systems and 'large' cat-size systems some objective factor disturbs the superposition causing collapse, or reduction. This putative process is called objective reduction (OR).
 One increaingly popular OR viewpoint (initiated by Kârolyhâzy in 1966— Kârolyhâzy et ai, 1986) suggests this 'largeness' is to be; gauged in terms of gravitational effects—and in Einstein's general relativity, gravity is spacetime curvature. According to Penrose (1989, 1994, 1996), quantum superposition— actual separation (displacement) of mass from itself causes underlying space-time (?spin networks) to also separate (simultaneous curvatures in opposite di-rections, e.g. Figure 2). Such separations are unstable and a critical degree of separation (related to quantum gravity) results in spontaneous self-collapse (OR).
 Particular configurations in spacetime geometry and corresponding mass dis-tributions to which superpositions self-collapse are chosen in the OR process 'non-computably' (i.e. by non-algorithmic processing, Penrose, 1989, 1994, 1996). These states are only chosen non-computably if the quantum collapse occurs by the OR process, rather than by environmental interaction causing decoherence (in which case the states are chosen randomly). Thus a quantum system requires isolation from its environment to reach threshold for non-computable OR. A self-organizing OR process could account for non-coinputability and—by accessing funda-mental spacetime—the nature of conscious experience (as well as binding and other enigmatic features of consciousness). Could such a process occur in the brain?
 In the gravitational OR scheme described by Penrose (1989, 1994; 1996), the degree of superposed inass/spacetime separation is inversely related to t he coherence t ime—the time for which superposition must be sustained to induce collapse—according to the indeterminacy principle E = h/T. E is the gravita-tional self-energy of the superposed, displaced mass (separated from itself), h is Planck's constant over 27r, and T is the time until self-collapse. For superpo-sitions with complete separation (i.e. greater than the mass radius), E may be calculated from the gravitational constant G. superposed mass m, and it's dis-placement separation a by E Gin /a. (Separations less than the mass radius are slightly more complicated. See e.g. Hameroff and Penrose, 1996a.)
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 FIG. 2. Spacetime representations of tubulin superpositions. (Left): Schematic spacetime separation illustration of three superposed tubulins. The Planck-scale spacetime separations S are very tiny in ordinary terms, but relatively large mass movements (e.g. hundreds of tubulin conformations, each moving from 1 0 - 6 nni to 0.2 nm) indeed have precisely such very tiny effects on the spacetime curvature. A critical degree of separation causes an abrupt selec-tion of one curvature, or the other. (Right): Center Three superposed tubulins with corresponding schematic spacetime separation illustrations. Surrounding the superposed tubulins are the eight possible post-reduction 'eigenstates' for tubulin conformation, and corresponding spacetime geome-try. The post-reduction state is chosen non-computably in Orch OR events.
 Using these equations (in absolute units in which G, h and the speed of light c are equal to one—Penrose, 1994, page 338), the times T at which isolated, quantum superposed masses would self-collapse (OR) may be calculated:
 nucleon (proton or neutron) T /Ny 107 years beryllium atom (Monroe ct al., 1996) T R^F 10R years
 protein ( ~ 105nucleons) T 2 years water droplet (radius = 10~r>cin) r /•v/ 2 hours water droplet (radius = lO-"1 cm) T /N-/ .05 sec water droplet (radius = 1 0 - 3 c m ) T RSJ 1 0 - 3 sec
 Schrodinger's mythical cat (m = 1 kg, a = 100 cm) r A/ 10~"c sec
 A brain OR process capable of non-computable selection of fundamental expe-
 rience would require coherence times T in the range of known ncurophysiological
 processes (tens to hundreds of msec) implying total superposed mass in the range
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 of nanograms. Wliat brain structures involved in known neural activities could support and isolate large scale quantum superposition?
 Ideally, such structures should be highly prevalent in the brain, function-ally important, (e.g. regulating synapses), sensitive to quantum-level events and have crystal-like long range order. Most importantly t hey should be capable of information processing, and able to be isolated from external interaction to avoid decoherence. Membranes, membrane proteins, synapses, cell water, DNA, clathrins, myelin, centrioles and other brain structures have been suggested, but in our view cytoskeletal microtubules are best-suited.
 d Biology: quantum coherence in microtubules? 4 . 1 M i c r o t u b u l e s
 Interiors of neurons and ot her living cells ('cytoplasm') are spatially and dynam-ically organized by self-assembling protein networks: the cytoskeleton (Figure 3). The three major cytoskeletal components are microtubules, actin and inter-mediate filaments. The versatile and prominent microtubules ('MTs') are hollow cylindrical polymers of individual proteins known as tubulin (Figure 4). In divid-
 i n g cells, tubulins assemble into MTs to form t he mitotic spindles which (guided by MT-based centrioles) separate chromosomes, then disassemble and reassem-ble to establish 'daughter cell' architecture. In stable non-dividing cells such as neurons, MTs are interconnected by linking proteins (microtubule-associated proteins: 'MAPs') to other MTs and cell structures to form cytoskeletal networks which maintain neuronal form and regulate synaptic connections.
 MTs are hollow cylinders 25 nanometers (11111) in diameter. Their lengths vary and may be quite long within some nerve processes. M T cylinder walls are hexagonal lattices of tubulin subunit proteins polar, 8 urn dimers which consist of two slightly different 4 inn monomers (alpha and beta tubulin). Tubulin dimers are dipoles, with surplus negative charges localized toward alpha monomers (De-Brabander, 1(J82); MTs are thus predicted to have ('electret') ferroelectric and piezoelectric behaviours (Tuszynski ct ai, 11)95).
 Traditionally viewed as the cell's 'bone-like1 scaffolding, MTs and other cy-toskeletal structures also appear to fill communicative and information process-ing roles. Numerous types of studies link the cytoskeleton to cognitive processes (for reviews, cf. Dayhoff ct al., 1994; Hameroff and Penrose, 1996a). Theoreti-cal models and simulations suggest conformational states of t ubulins within M T lattices are influenced by quantum events, and can interact with neighbouring tubulins to represent, propagate and process information as in molecular-level 'cellular automata', or 'spin-glass' type computing systems (e.g. Hameroff and Watt, 1982; Rasmussen ct al., 1990; Tuszynski ct ai, 1995). There is some sug-gestion that quantum coherence could be involved in MT computation (Jibu ct al., 1994; Hameroff, 1994). In the Orcli OR model, quantum coherent comput-ing occurs in MTs in a pre-conscious mode, and (with isolation) continues until an OR threshold for self-collapse is reached (Figure 5). The self-collapse which

Page 157
                        
                        

Fio . 3. Electron micrograph of neuronal microtubules (MTs) interconnected by microtubule-associated-prot.eins (MAPs). Several MTs have been opened during preparation, showing hollow inner cores. Scale bar (lower left): 100 nanometers (nm). With permission, from Hirokawa (1991).
 reconfigures funda-mental spacetime meets philosophical criteria for a conscious event (Whitehead's 'occasion of experience'). Can quantum coherence occur in MTs?
 4 . 2 F r ö h l i c h ' s b i o l o g i c a l c o h e r e n c e
 Herbert Fröhlich, an early contributor to the understanding of superconductivity, also predicted quantum coherence in living cells (based on earlier work by Oliver Penrose and Lars Onsager, 195G). Fröhlich theorized that sets of protein dipoles in a common electromagnetic field (e.g. proteins within a polarized membrane, subunits within an electret polymer like microtubules) undergo coherent con-formational excitations when sufficient energy is supplied. Fröhlich postulated that biochemical and thermal energy from the surrounding cytoplasmic iieat. bath' provides such energy. Cooperative, organized processes leading to coher-ent excitations emerged, according to Fröhlich, because of structural coherence of dipoles in a common voltage gradient-
 Coherent excitation frequencies on the order of 10!> to 10" Hz (identical to the time domain for functional protein conformational changes, and in the microwave or gigaHz spectral region) were deduced by Fröhlich who termed them acousto-conformational transitions, or coherent (pumped) phonons. Such
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 Fic;. 4. Left: Microtubule (MT) structure: a hollow tube of 25 nanometers diameter, consisting of 13 columns of tubulin dimers arranged in hexago-nal lattice (Penrose, 1994). Right (top): Each tubulin molecule can switch between two (or more) conformations, coupled to a quantum event such as electron location in tubulin hydrophobic pocket. Right (bottom): each tubu-lin can also exist in quantum superposition of both conformational states (Hameroff and Penrose, 199(>).
 coherent states arc termed Bose-Einstein condensates in quantum physics and have been suggested by Marshall (1989) to provide macroscopic quantum states which support the unitary binding of consciousness.
 Experimental evidence for Frohlich-like coherent excitations in biological sys-tems includes observation of gigaHz-range phonons in proteins (Genberg et al., 1991), sharp-resonant non-thermal effects of microwave irradiation on living cells (Grundler and Keilman, 1983), gigaHz induced activation of microtubule pinocy-tosis in rat brain (Neubauer et al., 1990), and laser Raman spectroscopy detect ion of Frohlich frequency energy (Genzel et al.. 1983: Vos et. al.. 1992). Can coherent M T excitations result in macroscopic quantum states?
 4 . 3 Q u a n t u m i s o l a t i o n — a v o i d i n g e n v i r o n m e n t a l i n t e r a c t i o n a n d d e -c o h e r e n c e
 Certain properties suggest that quantum effects are important in individual pro-teins (e.g. Roitberg et al., 1995; Tejada ct al., 199G). For quantum coherence to occur in and among MTs, quantum states must be; at least transiently isolated from decoherence by the brain's apparently noisy thermal environment. Feasi-bility of quantum coherence in the internal cell environment, is supported by the observation that quantum spins from biochemical radical pairs which become separated retain their correlation in cytoplasm (Walleczek, 1995).
 M T s are embedded in cytoplasm, which exists in alternating phases of 'sol' (solution, or liquid), and 'gel' (gelatinous phase of various sorts). Transition between sol and gel phases depends on act in polymerization. Actin co-polymer-
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 FlG. 5. Stops in an Orcli OR event. Top: Schematic graph of proposed quan-tum coherence (number of tubulins) emerging vs time in microtubules. Area under curve connects mass-energy differences with collapse time in accor-dance with gravitational OR (E = h/T). n< is the number of tubulins whose mass separation (and separation of underlying spacetime) for time T will self-collapse. For example, for time T = 25 msec (e.g. 10 Hz oscillations), T = 2 x 1010 tubulins. Middle: Microtubule simulation in which classi-cal computing (step 1) leads to emergence of quantum coherent superposi-tion (and quantum computing—steps 2 3) in certain (grey) tubulins. Step 3 (in coherence with other microtubule tubulins) meets critical threshold related to quantum gravity for self-collapse (Orcli OR). A conscious event (Orch OR) occurs in the step 3 to 4 transit ion. Tubulin states in step 4 are non-c.omputably chosen in the collapse, and evolve by classical computing to regulate neural function. Bottom: Schematic sequence of phases of actin gelation (quantum isolation) and solution (environmental communication) around MTs.
 izes with different types of 'actin cross-linking proteins' to form microfilaments and various types of gels (Figures 0 and 7). Specific actin gel characteristics are determined by particular actin cross-linkers. Of the various types of gels, some are viscoelastic, but others (e.g. those induced by the actin cross-linker
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 FIG. (i. Microtubules (arrows) immunogold labelled with antibody to detyrosi-nated tubulin. In (a) and (b), actin filaments surround microtubules. In (c), gelsolin has dissolved actin and MTs are more clearly revealed. MTs are la-belled to different levels corresponding to the extent of tubulin detyrosination (a 'post-translational modification'). Scale bars: 200 nm. With permission from Svitkina e.t al. (1995).
 avidin) an; solid and can be deformed by an applied force without any response (Wachsstock e.t al., 1994). Quantum states in MTs surrounded by this type of gel may be isolated from environmental decoherence.
 Gels depolvmerize back to liquid phase by calcium ions acting on the enzyme gelsolin which severs actin. Nuclear magnetic resonance studies have shown that actin gelation binds and orders cell water (e.g. up to 55%—Pauser ct al., 1995). Cycles of actin gelation/solution arc essential to cytoplasmic rearrangements such as amoeboid movements, iniLosis and cleavage, neurite growth and synap-tic formation. Some rearrangements can be quite rapid: Miyamoto (1995) and Muallem el al. (1995) have shown that cycles of actin gelation/solution corre-late with each release of neurotransmitter vesicles from pre-synaptic axon termi-nals. Cycles of actin gelation/solution in dendrites, for example, could provide alternating phases of a) gelation (environmental i solat ion/MT quantum coher-ence /OR) with b) solution (environmental communication of post-OR outcome states). If quantum coherence can occur in MTs within individual neurons, how might MTs in many neurons be involved in macroscopic quantum coherence?
 4 . 4 M a c r o s c o p i c q u a n t u m c o h e r e n c e a n d g a p j u n c t i o n s
 Consciousness must surely involve neural activity in many neurons throughout large volumes of the brain. If actin gelation can isolate M T quantum coherence within individual neurons (and glia), how could macroscopic quantum coherence occur among MTs in different and distant neurons (and glia)? How could active synapses and membranes be traversed without environmental interaction and
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 FIG. 7. Electron micrograph of rat embryo fibroblast showing all cytosknletal elements: actin microfilaments (mf) , microtubules (arrows), intermediate fil-aments (arrowheads). Dense actin microfilament gel (lower left) completely obscures microtubules. Scale bar (upper right): 500 nm. With permission from Svitkina et al. (1995).
 decoherence? There are two types of brain synapses: 1) chemical (neurotransmitter), and
 2) electrical, or electrotonic synapses. Electrical synapses (about 15% of all synapses) are now recognized to be largely 'gap junctions', membrane pores which connect with similar pores in an adjacent neuron's membrane. Cell cy-toplasm is continuous between the two gap junction-connected neurons so that ions, cytoplasm, injected dye and current flows freely between the cells. A group of neurons interconnected by gap junctions forms a network which 'fires syn-chronously, behaving like one giant neuron' (Kandel at al., 1991). Such 'elec-trotonic' networks have been demonstrated in mammalian cortex, hippocampus, hypothalamus and other brain areas (MacVicar and Dudek, 1981: .Taslovc and Brink, 1987). Unlike chemical synapses which separate neural processes by 30-50 nanometres, gap junction separations are 3.5 nanometres, within range for quantum tunneling. .Jibu (1990) proposed that gap junctions/electrical synapses account for synchronized 40 Hz neural activity. Such activity has been suggested to provide 'binding' in classical consciousness models (e.g. Crick and Koch, 1990). Networks of gap junction-connected neurons with actin gelation/solution phases

Page 162
                        
                        

163 S. Hameroff
 FIG. 8. Schematic quantum coherence in microtubules in three synchronized dendrites interconnected by tunnelling through gap junctions. Within each neuronal dendrite, MAP (m icrotubule-associated- protein) attachments breach isolation and prevent quantum coherence; M A P attachment sites thus act as 'nodes' which tune and orchestrate quantum oscillations and set possi-bilities and probabilities for collapse outcomes ('orchestrated objective reduc-tion: Orcli OR'). Gap junctions enable quantum tunnelling among dendrites in macroscopic quantum coherent state.
 coupled to synchronized 40 Hz activity could isolate MTs across large brain volumes and provide cycles of macroscopic quantum coherence (Figure 8).
 4 . 5 E v o l u t i o n , O r c h O R a n d t h e C a m b r i a n e x p l o s i o n
 Did consciousness emerge recently in evolution, for example in humans, or in primates with language, tool making, or other purposeful behaviour? Or did consciousness appear earlier, in simpler life forms? Perhaps primitive conscious-ness is a property of the living state- accompanying even unicellular organisms (e.g. Margulis and Sagan, 1995)? Whenever it appeared, would the emergence of consciousness have altered the course of evolution?
 According to fossil records, life on earth originated about 4 billion years ago. For its first 3.5 billion years or so (pie-Cambrian period), life on earth seems to have evolved slowly, producing only single cells and a few simple multicel-lular organisms. During this pre-Cambrian period about 1.5 billion years ago, eukaryotic cells appeared -apparently as a symbiotic merger of organelles (mito-chondria, plastids, microtubules) with bacterial cells (MTs and the dynamically
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 functional cytoskeleton apparently originated as motile spirochetes—Margulis, 1975; Margulis and Sagan, 1995). Pre-Cambrian eukaryotic cells continued to evolve slowly for another billion or so years until a relatively brief 10 million years beginning about 540 million years ago (the Cambrian period). A dramatic acceleration in the rate of evolution apparently then occurred the Cambrian explosion. There emerged a vast array of diversified life—all the phyla from which today's animals arc derived (e.g. Gould. 1989).1
 Did a critical level of biological complexity precipitate the Cambrian explo-sion (e.g. Kauffman, 1995)? If so, can a particular critical factor be identified? Cytoskeletal dynamics greatly enhanced eukaryotic cell adaptability by provid-ing movement, internal organization, separation of chromosomes and numerous other functions. As cells became more specialized with MT-based extensions like cilia, axonemes and eventually neural processes, increasingly larger cytoskeletal arrays provided sensory perception, locomotion and intelligent behaviour. Crit-ical cytoskeletal complexity and cooperativit.y could have accelerated evolution and precipitated the Cambrian explosion -even without consciousness.
 However, as Margulis and Sagan (1995) observe (echoing similar, earlier t houghts by Erwin Schrodinger): 'If we grant our ancestors even a tiny fraction of the free will, consciousness, and culture we humans experience, t he increase in ¡life's] complexity on Earth over the last several thousand million years becomes easier to explain: life is the product not only of blind physical forces but. also of selection in the sense that organisms choose . . . ' (Scott, 1996). By itself, the ability to make choices is insufficient evidence for consciousness (e.g. computers can choose intelligently). However conscious experience (of surprise, pleasure, fear—Margulis and Sagan 1995) and non-computable, seemingly random con-scious choices with an element of unpredictability may have been particularly advantageous for survival (e.g. Barinaga, 1996).
 Did consciousness catalyze t he Cambrian explosion? Conditions for conscious events according to the Orch OR model (Section 5) apparently were present in early Cambrian animals. Quantum coherence may have ensued in MT assem-blies via the Frohlich mechanism ;is a by-product of coordinated dynamics and biochemical energy. Development of actin gel isolation and larger geometric cy-toskeletal arrangements within cells, and gap junction quantum tunnelling con-nections among cells would have, at some point;, reached sufficient quantum co-herence to elicit OR. Rudimentary 'conscious' events would have then occurred, presumably resulting in experience, choice, and perhaps enhanced survivability resulting in the Cambrian evolutionary explosion.
 Here three scenarios (consistent with the Orch OR model) for early Cambrian emergence of consciousness are considered: 1) sufficiently complex gap junction-
 'The Cambrian explosion theory has been questioned (e.g. Wray et ai. 1996) by fossil nucleotide substitution analysis suggesting a more linear process, with animals appearing about one billion years ago. But the more gradual, linear ease assumes a constant rate of nucleotide substitution. It seems more likely (Vermeij, 1996) that the nucleotide substitution rate also increases during increased rates of evolution, and the Cambrian explosion theory still holds.
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 connected neural networks (hundreds of neurons, 10" tubulins e.g. small worms such as C eleyatis). 2) primitive vision (ciliated ectoderm eye cup, 'cephalic organ'—e.g. annelid worms) 3) geometrical microtubule arrays (e.g. axonemes in small sea urchins such as actinosphaerium)
 Many early Cambrian organisms preserved in fossil form are small worms with simple nervous systems. The Orch OR model (unlike other approaches) is able to suggest a critical degree of neural network complexity for emergence of consciousness. In Hamerolf and Penrose (1996b) we speculated that among current organisms, the threshold for rudimentary Orch OR conscious events (500 msec pre-conscious time) may be very roughly at the level of 300 neurons 3 x 10" neural tubulin nematode worms such as C elegans. This is the same degree of neural network complexity as in early Cambrian worms. With optimal conditions (e.g. actin gel isolation, intcr-MT geometry, biochemical energy) longer pre-conscious times could be sustained, and primitive conscious events have occurred in smaller, simpler organisms.
 Another candidate for the Cambrian emergence of Orch OR consciousness involves the evolution of visual photoreceptors. Primitive unicellular organ-isms such as amoeba respond to light by a diffuse sol-gel alteration of their cytoplasm/cytoskeleton (Cronly-Dillon and Gregory, 1991). Other single cell organisms such as euglena and crythrodynhim have localized 'eye spots' e.g. regions at the root of the microtubule-based flagellum. Cytoplasm may focus light toward the eye spots, and pigment shield material located there suggests a mechanism for directional light detection (e.g. Insinna 1998). These and other single cell organisms respond to light behaviourally, despite the lack of neurons and synapses.
 Even mammalian cells (such as ours) respond t.o light. Albrecht.-Buehler (e.g. 1994) showed that single fibroblast cells move toward red/infra-red light by utiliz-ing their MT-based centrioles for directional detection and guidance. (Albrecht-Buehler points out that centrioles- mega-cylinders of nine M T doublets— ap-pear to be well designed light detectors and waveguides.) Jibu and Yasue (1995; c.f. Jibu et al., 1997) have suggested quantum optical waveguide effects in M T cores, and that efficient photon propagation through cytoplasm requires a quantum state of ordered water. Hagan (1995) has proposed that quantum effects/cellular vision provided an evolutionary advantage for cytoskeletal arrays capable of quantum coherence.
 Photoreceptors such as the rods and cones in our retinas are similar to euglena and fibroblasts all relying on MTs in cilia and centrioles. Evolutionary develop-ment, of vision began in simple multicellular organisms, where some ciliated cells became specialized (like centrioles and ffagella, cilia are MT mega-cylinders). Light-sensitive ciliated cells formed primitive eyes (the first example is possibly the 'cephalic organ' in nemertinc worms). T h e next stage in complexity is the simple 'eye cup' (up to 100 photoreceptor cells) found in many phyla including flatworms, annelid worms, molluscs, cruslacea, echinoderms and chordates (our original evolutionary branch Cronly Dillon and Gregory, 1991). The retinas in
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 our eyes today include over 10s photoreceptors (10 s rods, 10° cones- Leibovic, 1990) comprised of an inner and outer segment connected by a ciliated stalk As each cilium is comprised of about 300,000 tubulins, the 108 rods and cones in our retinas contain about 3 x 10i:t tubulins per eye. Conventional vision science assumes the cilium is purely structural, but perhaps the same centri-ole/ci l ium/flagella M T structure—which Albrecht-Buehler has analysed as an ideal directional photoreceptor—detects or guides photons in eye spots of single cells, primitive eye cups in early multicellular organisms, and rods and cones in our retinas? Quantum coherence leading to consciousness could have emerged in sheets of gap junction-connected ciliated cells in eye cups or cephalic organs of early Cambrian worms.
 Perhaps consciousness occurred in even simpler organisms? Many Cambrian fossils similar to present flay species have particularly interesting M T arrange-ments. For example actinosphaerium is a present-day echinoderm, a tiny sea-urchin heliozoan with about one hundred rigid protruding, axonemes about 300 microns in length. Axoneme extensions which sense the environment and pro-vide locomotion (and appear similar to those of Cambrian creatures) are each comprised of several hundred MTs (about 3 x 10(J tubulins per axoneme—Roth et al., 1970) interlinked in a double spiral (Figure 9).
 Allison and Nunn (1968; c.f. Allison et al., 1970) studied living actinosph-aerium in the presence of the anesthetic gas halothane. They observed that the axoneme M T s disassembled in the presence of halothane (although at rather high concentrations) and proposed that anesthetic effects on neuronal MTs in the brain may cause loss of consciousness." Axonemes and similar appendages of geometric MT arrays involved in sensing and movement in early Cambrian organisms comparable to present-day actinosphaerium are candidates for emer-gence of quantum coherence, OR and rudimentary conscious events.
 Three possible scenarios for the emergence of biological OR in evolution have been described: 1) sufficiently large networks of gap junction-connected neurons containing M T networks (e.g. very roughly the 300 neuron C elegans, 2) MT-cilia in gap junction-linked visual photoreceptor cells, 3) geometric MTs arrayed in axonemes of simple organisms such as actinosphaerium. All three scenarios are consistent with emergence of conscious events during t he Cambrian evolutionary explosion.
 The Orch OR model synthesizes new elements from philosophy (funda-mental panexperientialism), physics (Penrose's objective reduction), and biology (quan-tum coherence in microtubules). The following section summarizes the Orch OR model.
 Subsequent studies (e.g. Saubermann and Gallagher, 1973) showed that at minimal anes-thetic concentrations capable of causing loss of consciousness, neuronal MTs remained struc-turally intact. However effects of clinically relevant anesthetic concentrations on MT dynamical functions including the proposed quantum coherence remain unknown. Delon and l>egendre (1995) and Whatley et al. (1994) have shown that the activities of GABAa and glycine receptors—whose functions are known to be altered by relevant anesthetic concentrations are modulated by neuronal MTs (Pranks and Lieb, 1998).
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 F i c . 9. Cross-section of double spiral array of interconnected MTs in axoneine of actinosphaerium. The heliozoan organism has about one hundred of these .'500 micron long and rigid protruding axonemes. each comprised of several hundred inter-linked MTs (3 x 10*' tubulins per axoneme). The axonemes are disassembled by anesthetics. This organism is similar to those which emerged during the Cambrian evolutionary explosion which began roughly 540 million years ago. Scale bar: 500 nm. (With kind permission from L.E. Roth.)
 5 Summary of the 'Orch OR' model of consciousness Full rationale and details of the Orch OR model are given in Penrose and Hameroff (1995) and Hameroff and Penrose (1996a, 1996b). An eleven point summary is presented here:
 (1) Conformational states of tubulins in neuronal MTs are coupled to internal quantum events, and cooperatively interact with other M T tubulins in both classical and quantum computation (Hameroff et al., 1992; Rasmussen et ai, 1990—Figures 4 and 5).
 (2) Quantum coherent superposition occurs among MT tubulins, pumped by thermal and biochemical energy in a manner described by Fröhlich (1968, 1975). Actin gel states surround and isolate M T quantum coherence (Fig-ures 5, 6 and 7).
 (3) Quantum coherence in MTs in individual neuronal and glial cells are linked by gap junction mediated synchronization (e.g. 40 IIz .libu, 1990) pro-viding macroscopic quantum coherence in networks of many gap junction-
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 connected cells (neurons and glia) throughout large brain volumes (Figure
 8). Quantum coherent, superposition/computation in neural (and glial) MTs corresponds to pre-conscious processing, which continues until the mass-distribution differences among the separated tubulins reaches a threshold related to quantum gravity E = li/T. OR self-collapse then occurs (Fig-ure 5). As an example, for T = 25 msec (i.e. 40 Hz), E is roughly the superposition/separation of 2 x 1010 tubulins.
 Each OR self-collapse selects (non-computably) particular outcome states of MT tubulins which implement neural functions including synaptic reg-ulation. Particular experience in funda-mental spacetiine geometry is also selected (Figure 2).
 Probabilities and possibilities for post-OR states are influenced by factors including attachments of MT-associated proteins ( 'MAPs') , which tune and orchestrate quantum oscillations. We thus term the self-tuning OR process in MTs 'orchestrated' objective reduction— Orcli OR (Figure 8). Orch OR conscious events may be of variable intensity and duration. Cal-culating from E = li/T, for a pre-conscious processing time of, for ex-ample, T = 5 0 0 msec (e.g. shown by Libet et al., 1979, to be one possible pre-conscious processing time), E is equivalent to 10!f tubulins. Thus 10'' tubulins in isolated quantum coherence for 500 msec will self-collapse (Orch OR) and constitute a conscious event (Whitehead 'occasion of experience'). As previously mentioned, for pre-conscious times T of, say, 25 msec (e.g. 40 Hz neural excitations) 2 x 101" quantum superposed tubulins would be required. A more intense 5 msec event would involve 10" tubulins. Each brain neuron is estimated to contain about 10' tubulins (Yu and Bass, 1994). If, say, 10% of each neuron's tubulins became coherent, then tubulins within roughly 1,000 neurons would be required for a 500 msec Orch OR, or 20,000 for a 25 msec Orch OR.
 Each instantaneous Orch OR event can bind various superpositions which have evolved in separated spatial distributions and over differing time scales, but whose net displacement reaches threshold at a particular mo-ment,: Information is bound into a conscious now. Cascades of Orch OR.s can then represent our familiar stream of consciousness. According to the arguments for OR put forth in Penrose (1994), superposi-tioned states each have their own spacetiine geometry. When the degree of coherent mass-energy difference leads to sufficient separation of spacetime geometry, t he system must choose and decay (reduce, collapse) to a sin-gle universe state. Thus Orch OR involves self-selections in fundamental spacetime geometry (Figure 2).
 Following a panexperiential view which has evolved from Spinoza and Leib-niz to Whitehead, Wheeler and Chalmers, we assume qualia, or experience is fundamental to the universe, and is therefore constitutive of spacetime
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 geometry. The Penrose spin network model of Planck scale volume quanti-zation (Rovelli and Smolin, 1995a, 1995b) is suggested here to be a possible makeup of physical reality suitable for containing qualia and raw experi-ence ('quantum monads'). Each Orch OR event is a self-configuration of funda-mental geometry.
 (> Assumptions and testable predictions of Orch OR Detailed arguments and supportive evidence for the major assumptions in Orch OR are given in Penrose (1989, 1994, 199G), Penrose and Hameroff (1995), Day-hoff et at (1993), Hameroff (1987, 1994), Hameroff and Penrose (1996a, 1996b). Here major assumptions ( b o l d ) and corresponding testable predictions of the model arc listed.
 N e u r o n a l M T s are d i r e c t l y n e c e s s a r y for c o n s c i o u s n e s s Testable predictions:
 (1) Synaptic sensitivity and plasticity correlate with cytoskoletal architecture/ activities in both pre-svnaptic and post-synaptic neuronal cytoplasm.
 (2) Actions of psychoactive drugs including antidepressants involve neuronal MTs.
 (3) Neuronal MT-stabilizing/protecting drugs may prove useful in Alzheimer's disease, ischemia, and other conditions.
 M T s c o m m u n i c a t e b y c o o p e r a t i v e d y n a m i c s o f t u b i d i n s u b u n i t s Testable predictions:
 (4) Laser spectroscopy (e.g. Vos el at, 1993) will demonstrate coherent gigallz Frohlich excitations in MTs.
 (5) Dynamic vibrational states in MT networks correlate with cellular activity. (G) Stable patterns of MT-cytoskeletal networks (including neurofilaments)
 and intra-MT diversity of tubulin states correlate with memory and neural behaviour.
 (7) Cortical dendrites contain largely 'A-latticc' MTs (compared to 'B-lattice' MTs, A-lattice MTs are preferable for information processing- Mandelkow and Mandelkow, 1994; Tuszynski et at, 1995).
 Q u a n t u m c o h e r e n c e o c c u r s in m i c r o t u b u l e s Testable predictions:
 (8) Studies similar to the famous 'Aspect experiment.' in physics (which verified non-local quantum correlations— Aspect et al., 1982) will demonstrate quantum correlations between spatially separated MT subunit states a) on the same MT, b) on different MTs in the same neuron, c) different neurons connected by gap junctions (see below).
 (9) Experiments with SQUlDs (Superconducting Quantum Interference De-vice) such as those suggested by Leggett (1984) will detect phases of quan-tum coherence in MTs.
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 M T q u a n t u m c o h e r e n c e r e q u i r e s i s o l a t i o n by c y c l e s o f s u r r o u n d i n g n c t i n g e l a t i o n Testable predictions:
 (10) Neuronal microtubules in cortical dendrites and other brain areas arc in-termittently surrounded by tightly cross-linked actin gels.
 (11) Cycles of gelation and dissolution in neuronal cytoplasm occur concomi-tantly with membrane electrical activity (e.g. synchronized 40 Hz activities in dendrites).
 (12) The sol-gel cycles surrounding MTs are regulated by calcium ions released and reabsorbed by calmodulin associated with MTs.
 M a c r o s c o p i c q u a n t u m c o h e r e n c e o c c u r s a m o n g M T s in h u n d r e d s / t h o u s a n d s o f d i s t r i b u t e d n e u r o n s a n d gl ia l inked by g a p j u n c t i o n s Testable predictions:
 (13) Electrotonic gap junctions link synchronously firing networks of cortical neurons.
 (14) Quantum tunnelling occurs across gap junctions. (15) Quantum correlation occurs between microtubule subunit states in differ-
 ent neurons connected by gap junctions (the MT 'Aspect experiment' in different neurons).
 T h e a m o u n t of n e u r a l t i s s u e i n v o l v e d in a c o n s c i o u s e v e n t is i n v e r s e l y p r o p o r t i o n a l t o t h e e v e n t t i m e (E = h/T) Testable prediction:
 (1G) The amount of neural mass involved in a particular cognitive task or con-scious event (as measurable by near-future advances in brain imaging tech-niques) is inversely proportional to the pre-conscious time (e.g. visual per-ception).
 A n i s o l a t e d , u n p e r t u r b e d q u a n t u m s y s t e m s e l f - c o l l a p s e s a c c o r d i n g t o (E = h/T) Testable prediction:
 (17) Technological quantum superposit ions (e.g. Bose-Einstein condensates and quantum computers) will self-collapse according to (E = li/T).
 M T - b a s e d c i l i a / c e n t r i o l e s t r u c t u r e s a r e q u a n t u m o p t i c a l d e v i c e s
 Testable prediction:
 (18) MT-based cilia in rods and cones directly detect visual photons and connect with retinal glial cell MTs via gap junctions.
 A c r i t i c a l d e g r e e o f c y t o s k e l e t a l a s s e m b l y ( c o i n c i d i n g w i t h t h e onset , o f r u d i m e n t a r y c o n s c i o u s n e s s ) h a d s i g n i f i c a n t i m p a c t o n t h e r a t e of e v o l u t i o n
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 Testable prediction:
 (19) Fossil records and comparison with present-day biology will show that organisms which emerged during the early Cambrian period with onset roughly 540 million years ago had critical degrees of MT-cytoskelctal size, complexity and capability for quantum isolation (e.g. tight actin gels, gap junctions).
 7 Conclusion: Penrose's Platonic world In Shadows of the Mind, Roger Penrose described three worlds: the physical world, the mental world and the Platonic world. The physical world and the mental world are familiar and agreed upon as actual realities -clearly, the phys-ical world exists and thoughts exist. However the Platonic world of mathematical truths, laws and relationships appears purely abstract. As Penrose suggests, the Platonic world may also describe aesthetics and ethics—our senses of beauty and morality. If mathematical truths, aesthetics and ethics are actual, perhaps (like experience) they are encoded at the Planck scale? Penrose has suggested the Weyl tensor component in spacetime curvature may provide a fine grain at Planck-scale spin networks influencing non-computable outcome states in objec-tive reductions including Orch OR conscious events.
 T h e trail of non-computability in human thought has led Roger Penrose to a collaborative model which portrays consciousness as a self-organizing quan-tum brain process reconfiguring Planck-scale spacetime geometry. It requires innovation in the following areas:
 P h i l o s o p h y A 'funda-mental' panexperiential view in which primitive experi-ence exists at the Planck scale of spacetime geometry (e.g. spin networks).
 P h y s i c s Penrose's 'objective reduction' in which quantum gravity mediates wave function self-collapse at a critical degree of spacetime separation.
 B i o l o g y Quantum coherence and self-organized ('orchestrated') objective re-duction (Orch OR) among brain microtubules (M I s) are isolated by actin gel states and connected to other brain neurons and glia by gap junctions to provide macroscopic coherence.
 The Orch OR model is consistent with known neural and cognitive activities, and attempts to link brain functions with self-configurations in 'funda-mental' spacetime geometry. Orch OR addresses enigmatic features of consciousness (e.g. nature of experience, binding, pre-conscious to conscious transition, flow of time, free will and non-computability) and suggests an intimate link between consciousness and the universe.
 A c k n o w l e d g e m e n t s I thank the organizers for the opportunity to participate in the conference and book honouring Roger Penrose. I also thank Roger for the privilege of our collaboration (and for just being Roger). Although some of the newer ideas expressed here (actin gel isolation, gap junctions, spin net-works, Weyl tensor, vision, evolution, etc.) come from my recollection of our
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 discussions, they may not necessarily relied. Roger's view (especially if incor-rect,). For discussions regarding spin networks, thanks also to Lee Smolin who doesn't necessarily endorse their linkage to 'funda-mental' experience.
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10 Implications of Transience for Spacetime
 Structure
 A b n e r S h i i n o n y Professor Emeritus of Philosophy and Physics
 Boston University, Boston, Massachusetts 02215
 Abstract Answers are outlined to arguments of McTaggart and Barbour that
 temporal transiencc is illusory or derivative. Eight propositions concerning transience arc; distilled from Whitehead's process philosophy. The ques-tion is posed: what theories of spacetime structure can implement these propositions? Some conjectures are made concerning this question, espe-cially stochastic modifications of the Schroedinger equation. Agreement is expressed with the thesis of process philosophers that a world in which there is transience and mentality is a locus of value.
 In the early part of the century two eminent Oxonians made penetrating, and diametrically opposite comments on transience. One was the philosopher J.M.E. McTaggart, who reasons (McTaggart 1927, vol. 2, p. 20) as follows:
 "Past, present, and future are incompatible determinations. Every event, must be one or the other, but no event can be more than one. If I say that any event is past, that implies that it is neither present nor future, and so with the others. And this exclusiveness is essential to change, and therefore to time. For the only change we can get is from future to present, and from present to past. The characteristics, therefore, are incompatible. But every event has them all. If M is past., it has been present and future. If it is future, it will be present and past. If it is present, it has been future and will be past. Thus all the three characteristics belong to each event. How is this consistent with their being incompatible?"
 This argument focuses upon the inconsistency, hence unreality, of transience, but it purports to establish yet more namely, the unreality of change and time— in view of the brief remark that transience from futurity to presentness to past-ness is essential to change and therefore to time.
 The second commentator on transience was Max Beerbohm, though not in his own voice but in that of a character, Savonarola, in a play by the fictional playwright Ladbroke Brown. In Act III Savonarola is arrested by Pope Julius
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 II, and in the following Act; ho broods in a monologue over I.lie humiliation of imprisonment:
 "What life, when I come out, Awaits me? Why, the very Novices And callow Postulants will draw aside As I pass by, and say 'That man hath done Time!1 And yet shall I wince? The worst of Time Is not in having done it, but in doing't" (Beerbohm 1919, p. 209).
 What Beerbohm is saying, through the medium of Savonarola, is that t ime is real, painfully real, precisely because it exhibits transience—in the case of a period of imprisonment the excruciatingly slow passage of present moments into the past.
 My lirst aim in this lecture is to present arguments showing why McTaggart was wrong and Beerbohm was right. The core of the arguments have been presented elsewhere (Shimony 1993), but some modifications will be made here in order to address the ingenious deconstruction of t ime by Julian Barbour. The second aim is to explore the possibility of finding a theory of space and time which can accommodate transiency in a natural manner. I am much less confident about accomplishing the second aim than the first, and it is my hope to elicit assistance in this project from the experts gathered here.
 The essential flaw in McTaggart's argument is his treatment of pastness, present,ness, and futurity as "determinations" of an event, that is to say, as properties, in the way that "having electric field strength E" is a property of the event. According to classical electromagnetic theory (setting aside quantum uncertainties) the property of having a specified electric field strength can either be correctly ascribed to an event or cannot be, and whichever is the case is so for all time. The subject-predicate form shared by the two sentences "Event M has electric field strength E" and "Event M is present" is deceptive, however, and a careful semantical analysis shows a profound difference between them. The classical exposition of the deep difference between these two sentences was made by Kant (1781, A592 A602) in the course of his refutation of Anselm's "ontological" argument for the existence of God. That argument maintains that the very concept of a perfect being ensures the existence of such a being, because existence is a component of the complex property of perfection. Disregarding difficulties inherent in the ill-defined property of perfection, Kant gets to the heart of the matter by pointing out that, existence is not a property at- all, and hence could not be a component of the property of perfection, however that property is clarified. Kant points out. in a homely way, that the existence of a hundred thalers makes a difference to his financial condition but does not add anything to the concept of a hundred thalers. Kant's refutation of Anselm is readily adapted to McTaggart's argument (Favrholdt 1984; Shimony 1993). Whatever properties are correctly attributable to an event, or similarly to a spacetime point, apply tunelessly; e.g., that the electric Held strength at the
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 point p is E is true always or is false always, and the fact that the point p is present (momentarily) in no way modifies the electric field strength or any other property. The futurity of p (when it is future) is different from the presentness of p (when it is present) and both are different from the pastness of p (when it is past), but these differences are "existential" and in no way "qualitative." Kant taught us, long before the flowering of linguistic philosophy, to beware of the superficial grammatical similarity of the sentences "Event E is blue" and "Event E is present."
 The refutation of McTaggart in a Kantian manner does not, however, dimin-ish the force of various objections to the thesis that transience is an objective physical feature of the world. These objections grant that the subjective feeling of transience is deeply embedded in our psychology and that locutions of tran-sience are deeply embedded in tensed grammar, but they propose to derive or construct the appearance of transience from ingredients that are intrinsically free from transience. 1 previously (Shimony 1993, pp. '27G 9) analysed a derivation of this genre by Grunbaum (1971), but now shall consider some proposals by Julian Barbour (1994), which are especially interesting at this gathering because they are part of a serious program of rethinking general relativity theory.
 Barbour interprets both classical physics and quantum physics timelessly. I shall explicitly discuss only the former, which is conceptually simpler, but my objections against his thesis of timelessness apply to both. What a classical physical treatment of the entire world offers, in principle, is a curve in relative configuration space. For Machian reasons the center of mass coordinates of the entire world are meaningless. More important, classical physics provides only a curve, not a time-parametrized trajectory, since there is no clock external to the entire world which would bestow physical meaning upon the time param-eter. Subsystems of the world can indeed be described by time-parametrized trajectories, because other subsystems external to the subsystem of interest can serve as clocks. In no case is time a basic concept, because its role can always be supplied by conceptual ingredients available in a timeless world.
 "I first introduce the heap hypothesis. There are two heaps: the heap of all possible configurations, the heap of possibilities, and the heap of realized configurations, the heap of actualities. . . . what are our most basic theories . . . actually telling us? The heap hypothesis is that these theories are simply rules to establish which configurations from the heap of possibilities go into the heap of actualities. . . . F = ma . . . says there will be one and only one such curve of actualities. . . . how are we t.o recover that most powerful appearance, the appearance that we move forward in time in one definite direction along such a curve?" (Barbour 1994, pp.406-9).
 Barbour's answer to this question employs his concept of a "time capsule." This is
 "a single configuration (either of the entire universe or part of it)
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 ( hot seems to I»? the outcome of a dynamical process of evolution t hrough time in accordance with definite laws. It. appears to contain records of the past, and these records are mutually consistent. . . . My suggestion is that the belief in t ime and its passage is solely a consequence of the fact that, at any instant, we find ourselves within a time capsule. . . . it is a fact that what we experience psychologically is always a time capsule; for our memory is like a progress book, with snapshots taken every day and faithfully pasted in, one next, to a n o t h e r , . . . the ones in the supposed past getting fainter and fainter" (Barbour 1994, p. 408).
 Of course the emphasis in this proposed answer is upon "seems", "appears", and "supposed".
 My approach to Barbour's "derivation" of time from timelessness resembles the trouble-shooting of an experiment that has yielded a bizarre result. A sys-tematic error has probably occurred, one of the commonest of t hese being the inadvertent (and sometimes advertent) introduction of impurities in the observed specimen of material. The insertion of impurities into the material of a thought experiment is a rather unusual occurrence, but that is precisely what Barbour has done. The strata in a time capsule are nothing more than a timeless col-lection of configurations. But the psyche of the thought experimenter surveys the strata progressively, and the progressive survey introduces an impurity of temporality. Thought would correspond more accurately to fact, in a timeless world, if the psyche simply compared the strata statically, like the photographs pasted on a page in an album. (It, may be the case that static contemplation itself depends on a progressive sweep at a subconscious level, but if so there is all the more reason for admitting temporality as something fundamental.) Fur-thermore, not only is progressive sweep less natural than static contemplation in a timeless world, but it. hardly seems possible at all, unless the psychological domain differs from the physical domain by possessing temporality. That indeed may be a way in which one could accept, Barbour's thesis of the timelessness of the physical world and yet, recover the appearance of time psychologically. But the price for saving Barbour's thesis in this way is very high indeed. Part of the price is the abandonment of any pretense at, making the psychological domain derivative from the physical (and this part of the price Barbour may be willing to pay, for in the works by him that I have read I have never found an explicit commitment to the reduction in principle of psychology to physics). The other part of the price is that if the psyche is ontologically as basic as the entities of physics, and the psychological domain is temporal, then the universe as a whole is fundamentally temporal even though it has a timeless physical domain.
 The objection that I have just given to Barbour's proposal of a timeless world is an application of an important philosophical principle that 1 have called "t he phenomenological principle," for lack of a more descript ive name. The principle asserts that a minimal condition on ontology is the existence of a set of realities sufficient to account for appearances (Shimony 1993, vol. I, p. 278). It is a
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 principle that must be deployed with caution, for the abuse of it could blur the distinction between appearance and reality and endow the former with a higher status in the ontological hierarchy than it deserves. I submit, however, that in my presentation of an objection against Barbour's timeless world, I have indeed been cautious in deploying the principle. I have argued only that there is temporality at a fundamental level in the world, and that an uneliminable aspect of this temporality is transience. I have not tried, on the basis of a meagre set of considerations, to disentangle objective and subjective components in I he rich phenomenology of t ime in everyday life or to ascertain how transience fits in t he structure of physical spacetime.
 It would be irresponsible not to be cautious when we attempt to relate the phenomenology of everyday life to fundamental aspects of the world, in view of the immense complexity lying beneath the surface of the simplest mental presen-tation. How, for example, are psychological and neuronal time-scales related? And if we refrain from neurophysiology and restrict attention to strictly psycho-logical experimentation, we still cannot fail to be impressed that the "specious present" endures much longer than do the typical stimuli controlled by the ex-perimenter. Consequently, even if the specious present is a transient thing, there is no reason to believe that its mode of transience is shared by more elemen-tary events. When I introspect, I seem to find a continuous slipping away of the specious present, with its tail end merging smoothly into the unequivocal past, and the unequivocal future crowding into its forward end. But I see no reason to postulate, at least at this stage of investigation, that transience at a fundamental level is continuous rather than discrete and that it involves merging with the recent past and wit h t he impending future in the way that phenomenol-ogy describes. Rather, I suspect that t he psychological mechanism of immediate presentation meshes intricately with the mechanisms of memories and anticipa-tions. Phenomenology is a many-event domain, as macrophysics is a many-body domain; and just ¡is in the latter one finds astonishing emergences of proper-ties (an acknowledgment that in no way denies the "reducibility in principle" of macrophysics to microphysics), one should expect emergences in the former.
 Even more problematic is the role of transience in physical theory. Classi-cal mechanics, special relativity, and general relativity differ profoundly in their assumptions about spacetime structure, but in all three the structure is charac-terized without any reference to the slipping away of the present moment into the past. Furthermore, even if a direction of t ime is introduced, fundamentally or derivatively, in order to deal with irreversible processes, no assumption of transience is required. Generally, if we restrict our attention to pre-quantum physics, the only reason for suspecting that transience has anything to do with physical spacetime structure is the pervasiveness of transience in everyday life, and presumably the physical structure of spacetime is relevant to everyday life, whether or not the mental is fully reducible to the physical. Quantum mechan-ics, however, may radically change the situation. If the quantum mechanical state of a physical system objectively characterizes it, and the actualization of
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 quantum mechanical potentialities is a real physical process, then transience will be an objective feature of physical processes. This interpretation of quantum mechanics will be considered seriously later in the lecture.
 In sum, the conclusions that I draw from the arguments so far presented for a fundamental status of transiency in the world are minimalist. As Howard Stein once remarked, "A little minimalism goes a long way," but some amplification is still needed. In the twentieth century there have been many formulations of "process philosophy," in all of which the idea of transience is central (e.g., Bergson 1907; Alexander 1920: Whitehead 1929, 1933; Capek 1991). Of these I have found Whitehead's philosophy the most inspiring, although I have serious reservations about many of his propositions (Shimony 1965). Far from being a minimalist, Whitehead aimed at a comprehensive world view that would explain causality, the mind-matter relation, the evolutionary emergence of natural law, t he place of value in a world of fact, and much else. I shall summarize his main theses briefly, but then try to extract a core from them that will serve my limited aim of exploring transience as an essential aspect of time.
 For this audience, in which an acquaintance with Leibniz's philosophy is - widespread, it may be helpful to characterize Whitehead's philosophy of organ-
 ism as Leibniz's monadology (1714) transformed by process. According to both Leibniz and Whitehead the elementary concrete entities of the universe are men-tal in character (or, more carefully, proto-mental, since the "petit.es percept ions" of those monads that constitute ordinary physical bodies and the "feelings" that Whitehead ascribes to low order occasions must be regarded as extremely re-mote extrapolations from the experiences of human beings). With this caveat, Leibniz and Whitehead can be characterized as "reductionists" in their treat-ments of the mind-body problem, but they propose to "derive" the properties of ordinary matter from a fundamental proto-mental reality rather than (as is much more common in contemporary philosophy) "derive" mentality from suf-ficiently complex aggregations of material systems. (Indeed, both Leibniz and Whitehead can be read as endorsing and applying what I earlier called "the Phenomenological Principle" in order to justify their preference regarding the direction of reduction.) The fundamental difference between Leibniz and White-head is that the monads of the former are eternal, whereas the actual occasions of the latter arc of brief duration, probably much shorter than the duration of the psychological specious present, t hough that is a point on which Whitehead is somewhat obscure. T h e two philosophers also differ with regard to the question of interaction among fundamental entities. According to Leibniz "the monads are windowless." When a monad is created by God, its subsequent internal men-tal or proto-mental life is completely programmed at the outset, and no other monad affects its career. The apparent phenomena of interaction, communica-tion, and cooperation among concrete entities are ascribed by Leibniz entirely to "preestablished harmony," that is the harmonization of the internal programs of autonomous monads. According to Whitehead, by contrast, an actual occasion is richly endowed with windows, open to those occasions which have completed
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 their internal processes before the new occasion launclies its process. The oc-casions of t he past supply proto-mental raw material which the new occasion "prehends" or "re-enacts" or "objectifies" or uses as an "ingredient". White-head uses these different suggestive terms in order to convey the sense of the radical extrapolation which he is proposing. At some risk of oversimplifying Whitehead's thought I suggest that an occasion of the past is "ingredient" in an occasion currently in process in roughly the way that a memory of a past experience enters into the present state of mind of a human being.
 I propose now to extract from Whitehead's philosophy of organism some propositions 011 the temporal structure of actual occasions, with only a little further attention to their proto-mentality. This procedure is appropriate partly because the present conference is devoted to geometric issues, and partly because 1 have recently discussed Whitehead's proto-mentalisin in my comments 011 Roger Penrose's Tanner Lectures of February, 1995 (Penrose 1997).
 (1) The fundamental concrete entities of the universe are transient. In Locke's vivid phrase, which Whitehead (1929, pp. 43, 94, 196, 222, 320, 516, 517, 527) quotes with approbation, time is "a perpetual perishing."
 (2) Transience is primarily local, manifested in the first instance in single actual occasions. Global time, to the extent that there is such, is derivative from local time. To use a non-Whiteheadian expression, global time is a collective phenomenon.
 (3) There is a kind of quantization of local time, in that an actual occasion viewed from the outside is temporally extended but not temporally divisible. It is prehended as an integral process.
 (4) There is, however, internal structure in the quantum of time, with dis-tinguishable phases that Whitehead refers to as the "genetic division" of the occasion (ibid., pp. 325-428) .
 (5) In the internal development of an occasion there is continuity, despite the quantization of time as seen from outside the occasion.
 (6) Temporal irreversibility is exhibited at, the microscopic level, since the initial and final phases of an occasion are functionally different, the final phase consisting of foreclosures among possibilities that are open in the initial phase.
 (7) The actualization of potentialities—in a sense that is not derived from quantum mechanics but dimly anticipates it—is essential to irreversibility in the individual occasion.
 (8) This process of actualization is constrained but not entirely deterministic. How can these rough-hewn philosophical ideas be implemented in a phys-
 ical theory that is mathematically precise, internally coherent, and capable of experimental confirmation? That, of course, is a very ambitious program, the re-alization of which would be a scientific revolution as profound and radical as any we have yet witnessed. I am diffident about making any suggestions for such a program, but I can point to certain speculations, already in the forum of physical discussion, that are relevant to the foregoing Whiteheadian propositions.
 (A) A number of investigators (e.g., Karolvhazy 1974; Karolyhazy et al.
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 1986; Gisin 1984; Ghirardi cl al. 1986; Penrose 1986; Pearle 1986; Di6si 1988; Percival 1994; Golden 1994) have proposed stochastic modifications of t he t ime-dependent Schrodinger equation. Foremost among their motivations is to provide a physical explanation for the occurrence of definite results in measurement pro-cesses, without any reliance upon the psyche of the observer. But their ideas are fertile, and I suggest that some such stochastic equation may be appropriate for modelling the internal process of a Whiteheadian occasion. The wave function governed by the stochastic equation would not describe a macroscopic measuring apparatus but rather a microscopic system, viz., an occasion, which is the most microscopic entity in nature according to Whitehead. The potentialities in the initial phase of the occasion are those properties which are not assigned definite values by the initial wave function, and the actualization of potentialities (postu-lated in proposition (7) above) is governed by the stochastic equation. In typical stochastic modifications of the Schrodinger equation there is a preferred basis, specified by contingencies of the environment in some theories and by fundamen-tal law in others, and t his basis determines the array of possible actualizations. The choice from this array is a matter of chance, thus satisfying proposition (8) above. One feature of many of the stochastic modifications of the Schrodinger equation, which is usually regarded as an embarrassment, is the fact that actu-alization of potentialities is achieved only asymptotically, as the time t goes to infinity. (How could such a theory account, for definite results of experiments in a finite time interval?) This feature may turn out to be desirable, however, in the program of modelling Whiteheadian occasions. Propositions (3) and (4) above distinguish between the internal process of the occasion and the views of the occasion from outside. The t ime t of the stochastic equation may be assumed to refer to the internal process. If there is a well defined clock time variable for the environment, then the relation between t and that variable would have to be worked out, and it is conceivable that the infinite limit of t would correspond to a finite value of the clock time. The primary virtue of the model is that it, captures transiency, as postulated in proposition (1), for the internal process goes from a genuine multiplicity of potentialities to an actual choice among them.
 (B) Nothing has been said so far about the space of states in the model for a Whiteheadian occasion. One possibility is to take seriously the elemen-tarity of the occasion and look for the simplest non-trivial mathematical repre-sentation which can allow for properties with indefinite values. The candidate offered by quantum mechanics is the spin one-half system, associated with a two-dimensional Hilbert space. Since quantum mechanics has a remarkable principle of composition unknown in classical physics, namely the formation of many-particle states by non-factorizable vectors in a product Hilbert space (called "entanglement" by Schrodinger), the resources offered by an indefinite number of spin one-half systems are immense. Penrose (1972), in fact, suggested that a network of such systems may be; the deep structure underlying a space-time that looks continuous when it. is not probed too finely. If a stochastic modification of the Schrodinger equat ion were used to treat the dynamics of a spin one-half

Page 185
                        
                        

Implications of 'Dnn.sir.ncr for Spacclimr Slim line
 system, then most of the propositions (I) through (8), which were distilled from Whitehead's ontology, may perhaps be implemented. Nevertheless, one may wonder whether such a simple system is sufficient, to model the structure of the proto-mentality that Whitehead ascribes to an actual occasion. At a minimum, one may suppose, a topologically richer model may be needed, such as Kauff-man's knots (Kauffman 1987) or the loops of Rovelli and Smolin (1988). After all, at a human level we know too well that feelings are tangled things!
 (C) In order to relate the internal t ime of an occasion to the clock time of its environment it may be useful to adapt the well-known procedure of t heoretical physics of separating the fast from the slow coordinates in a complex system. In the Born-Oppenheimer treatment of molecules one proceeds in stages, first fixing the values of the slow coordinates and solving the reduced Schrodinger equation for the fast coordinates, and then using that solution to obtain an effective potential for finding the wave function of the slow coordinates. The Born-Oppenheimer procedure, however, is understood as an approximation that in principle can be improved in higher order, whereas the proposed adaptation, in which the internal process of an occasion is treated as fast and t he reaction of the environment as slow, would be a modification of fundamental physics.
 1 shall abstain from further speculation, however, because I do not want my good questions concerning transience to be spoiled by bad answers. Before concluding, however, I wish to mention a few invest igators who have taken tran-sience seriously and have attempted to embed the idea in physical theory: von Weizsaecker (1958), Bohm (1980), Stapp (1993), Golden (1994), and Bialynicki-Birula (1994). In the hist reference I find (on p.278) the following passage, which is programmatic but, to my mind, inspiring:
 "When the state of a system at a given instant becomes ill-defined, t ime itself becomes diffused. . . . One may say that the idea of a diffused time offers the ultimate resolution of the Zeno paradox. The paradox disappears since there is no instantaneous, 'static' state; at all times Zeno's arrow carries with it. the notion of flight-—the internal notion of change. T h e notion of state is not static; the static state gives way to a dynamic state of motion. . . . The concept of diffused time has also consequences for time's arrow. Once we accept the idea that the notion of a state should be replaced by the concept of a dynamic state of motion, we can include the sense of direction of that motion in time."
 I conclude by approving an idea frequently expressed by process philosophers that a world in which there is transience and mentality is a world that has a locus for value. There is a chilling passage at t he end of one of Steven Weinberg's books (Weinberg 1977, p.154): "The more the universe seems comprehensible the more it also seems pointless." Underlying this remark seems to be a tacit assumption that the "point" is a plan or an aim, so that the absence of evidence for a plan is tantamount to pointlessness. But must the primary source of value be a plan?
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 Might it not rather be the zest of the present moment? If so, then the widespread physicists' conception of t ime without transience not only does injustice to the phenomenology of temporal experience, but loses the prime candidate for the locus of value in the world. It is the transience of the present moment that makes it precious and savory. Of course there is a terrible price to be paid for value via process—that the moment which is enjoyed for its own sake passes away, and hence value is inseparable from loss. At the higher levels of experi-ence there are psychical mechanisms for compensating for the inevitable loss of the treasured present moment—memory, hope, long range plans, aesthetic and intellectual achievement, vicarious participation in the experience of family and friends, and social concern. But none of these mechanisms c.ould supply any satisfaction whatever were it not for the vivacity of the "holy ground", which is Whitehead's characterization of the present moment. My thoughts on the matter are summed up in the following poem, entitled "The Present":
 Because the present never halts Adorn its fleeting with rare skills Of warbles, melismata, trills, Cadenzas, canons, and roulades, Of entrechats, jetes, glissades, And tumbling triple somersaults.
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 I I n t r o d u c t i o n
 I was a post-doc in Roger Penrose's group in Oxford in tlie in id-seventies and I learned a great deal during those; two years with Roger; indeed, more than in any comparable period in my subsequent academic career. This, of course, included much technical material in general relativity and geometry. However, I learned something even more valuable, something intangible and deeper, just watching Roger select scientific problems and arrive at solutions with bis unique geometric insights, almost effortlessly, with a touch of magic. Since then, his way of approaching science has continued to have a deep influence on all my work. It is therefore an honour and a pleasure for me to contribute to this volume.
 1.1 S e t t i n g t h e s t a g e
 During my post-doc period in Oxford, Roger introduced the celebrated Penrose transform (Penrose, 1976; Mason and Ilughston 1990) to construct, by deforming twistor space, the general self-dual solution of Einstein's equation, or, as he called it, 'the non-linear graviton.' In the opening paragraph of his paper (Penrose 1970), he spelled out his view on quantum gravity as follows: ... if we remove life from Einstein's beautiful theory by steam-rollering it first to flatness and. linearity, then we shall leain nothing from attempting to wave the magic wand of quantum theory oner the resulting corpse. Coining from Roger, these words made a deep impression especially on the younger relativists who were attracted to quantum gravity.
 Let me explain this issue in some detail. In general relativity, the space-time metric plays a dual role. On the one hand, it represents the gravitational poten-tial and is thus a dynamical variable. On the other hand, it determines space-time geometry. Field theoretic approaches to quantum gravity including the current formulation of string theory split this role. Typically, one introduces a flat, kinematic metric and regards the difference between the physical metric and this flat background as a perturbation which is then subjected to quantization. Roger's remarks emphasized that the dual role of the metric should be taken seriously and not compromised just because the standard machinery of quantum field theory is inapplicable if we do not have a background space-time at our
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 disposal. Rather, the suggestion was t.hat this machinery itself should undergo suitable modifications so as to be applicable to the problem at hand; we should learn to do quantum lield theory in the absence of a background metric.
 Later in his paper on the non-linear graviton, Roger illustrated why he thought that non-perturbative effects should be important. In the perturbn-t.ive treatment, one begins with Minkowski space and describes the gravitational interaction through spin-2 quanta that Roger referred to as 'linear gravitons.' As Roger put it:
 If one such 'graviton' is added to the vacuum (Minkowski space) state the space, remains flat. The null cones do not shift. If a second such 'graviton' is added, and a third and a fourth, the space still remains flat, with null cones still locked in their original Minkowski position. With such a perturbativc viewpoint, it is only after an infinite number of gravitons have been added that the space can become curved. The situation may be compared to a power series expansion. For example, with any finite, number of terms, the function 4 + 4- ... + ^ has a pole stuck at z = 0. But the sum to infinity r + T7 + ri + ••• has its pole shifted to z = 1.
 At the time, this etnph;isis on non-perturbative methods received little attention from the field theoretic community probably because it had yet to be backed by concrete calculations. B y now, however, detailed arguments have emerged through exactly soluble models. For example, in 3-dimensional general relativity coupled to matter, the exact Hainiltonian H of the model is non-polynom¡ally related to the naive perturbative Hainiltonian 7/0 (Ashtekar and Varadarajan 1994, Varadarajan 1995):
 II = ¿ ( 1 - e~4CH°) = Ho- 267/ (? +
 The two agree in the weak field limit. But while / / 0 (and the truncated Hainil-tonian, obtained by terminating the series to any finite order) is unbounded above. II is in fact bounded. Furthermore, the resulting non-perturbative quan-tum metric exhibits several unforeseen features (Ashtekar 1996) which would have been impossible to notice to any finite order in a perturbative treatment.
 Once one accepts the viewpoint that the dual role of the metric should not be sacrificed in the passage to the quantum theory, the nature of quantum ge-ometry becomes a central issue of quantum gravity. For, in a non-perturbative scenario which avoids splitting of the dual role of the metric, quantum gravity must lead to quantum geomet ry. Is the familiar continuum picture then only an approximation? If so, what, are the 'atoms' of geometry? What are its funda-mental excitations? Is there a discrete underlying structure? If so, how does the continuum picture arise from this fundamental discreteness? These questions arc very different from those at the forefront of field theoretical approaches. There, the emphasis is on such issues as S-niat rices, ghosts that, are necessary to ensure perturbative unitarity and radiative corrections to graviton-gravit.on scattering.
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 I lie issues of quantum geometry are, by contrast, local issues which lie beyond M matrix calculations.
 1.2 Q u a n t u m g e o m e t r y
 I lie non-perturbative perspective advocated by Roger has led to several different avenues to explore the quantum nature of geometry. First of course is twistor theory, developed by Roger and his numerous colleagues (Bailey and Baston, 1000; Mason and Hughston 1990, 1995; Penrose 1997 and references contained therein). A related approach is that of 'Jf -spaces ' developed by Newman and Ills collaborators (Ko ct al. 1981). Most recently, this approach has led to an exciting development in which quantization of the gravitational radiative degrees of freedom at null infinity leads to a 'fuzzing' of interior space-time points already in the linearized approximation (Fritelli et al. 199G). It would In' extremely interesting to extend this construction beyond the linear theory. Vet another avenue was initiated by Hawking and his colleagues in terms of Euclidean path integrals (Hawking 1979). For technical reasons, concrete work within this approach has been limited to mini-superspaces. However, recent mathematical developments along the lines indicated in the main body of this article may well enable one to extend these ideas to the full theory in the spirit, of the Osterwalder-Schrader approach to familiar quantum field theories. A program in a quite different direction was initiated by Sorkin (Bombelli ct al. 1987). Here, one puts the causal structure of space-time at the forefront, begins by postulating that the fundamental underlying structure is just a point set. with a causal relation called a poset- and t hen attempts to recover the continuum pict ure by a suitable coarse graining.
 In this contribution, I will focus on yet another approach which is based on canonical quantization. This approach is 'constructive' in the sense that one does not begin by postulating what the fundamental underlying geometrical structure should be, but allows it to emerge from the theory itself. The start ing point is the principles that underlie general relat ivity (most notably the absence of a background space-time metric or other geometrical structures) and quantum mechanics (as spelled out in the canonical approach a la Dirac). Although in the technical work emphasis is often rat her different from that in Roger's work, nonetheless some of Roger's cherished ideas feature prominently. In particular, at the classical level, t he program has received much inspiration from the theme 'self-duality simplifies' that has emerged from twistor theory. Similarly, in the quantum part, the spin-networks that Roger introduced twenty-five years ago (Penrose 1971) play a key role. They provide us with 'typical' quantum states, non-perturbative excitations of quantum geometry.
 This approach has been pursued by a rather large number of co-workers and t here is a fair amount of diversity in viewpoints, areas explored and results ob-t ained to date. This contribution is not intended to be a comprehensive survey of all this work. Rather, I will restrict myself to only one main issue: the nature of quantum geometry in non-perturbative quantum gravity. General relativity
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 is based on differential geometry. The question is: What should replace ii in a non-perturbative quantum treatment? Recall that, in the classical theory, dif-ferential geometry offers us a general kinematic framework which is then used to formulate the actual field equations. I will indicate how the corresponding framework is constructed for quantum gravity and highlight some of the striking predictions it leads to. However, I will not be concerned here with the issues of how to formulate quantum dynamics using this framework. This area is a focal point of much of the current research. (See, e.g., Rovelli and Smolin, 199<1; Ashtekar 1995; Thiemann 1996a, b, c). However, due to space limitation, I will forego these developments and, in the spirit of the theme of the conference, only address geometrical issues. Because of this focus and because of the research orientation of most participants, I will primarily address this article to mathe-matical physicists and mathematicians.
 Thus, the key question I wish to consider is: Is geometry quantized? To probe this issue, I will follow the most direct procedure used already in non-relativistic quantum mechanics. What do we mean by 'quantization' there? We mean that there exist physical quantities which can take on continuous values classically but are such that the corresponding quantum operators have a discrete spectrum. For example, this is the sense in which the energy and angular momentum of the hydrogen atom are quantized. The question therefore is whether there exist geometrical quantities for which a similar quantization occurs. In differential geometry, lengths of curves, areas of surfaces and volumes of regions can f ake on continuous values; they vary continuously as we move in the space of metrics. The question then is: Can one construct corresponding self-adjoint operators in t he quantum theory and. if so, do they have discrete spectra? If so, we will say that geometry is quantized. We can then explore physical consequences of this quantization.
 Note how simple it is to formulate the basic questions. Indeed, they could have been formulated immediately after the advent of quantum mechanics. Why then have these issues then remained unexplored until recently? The main reason is that the only concrete calculational tools we have had until recently have been perturbative. As we saw already, in these treatments, one begins with a Hat background metric and tries to incorporate quantum effects perturbatively. At any finite order in perturbation theory, then, it is hard to see any discreteness in the spectra of geometrical quantities. Thus, the reason why ibis rather basic issue could not be dealt with satisfactorily is that, the necessary non-pert urbative methods were simply unavailable.
 T h e article is organized as follows. In section 2, 1 will introduce the space of quantum states, the arena for doing quant um physics without a background metric. The resulting quantum geometry is discussed in section This geometry is to quantum physics what differential geometry is to classical. I will conclude in section 4 with a brief discussion.
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 '2 Q u a n t u m S t a t e s
 '2.1 P h a s e s p a c e
 In the canonical approach, the starting point is the Hainiltonian formulation of the classical theory under consideration. For definiteness, I will take this to be I dimensional, Lorentziau general relativity (although this is not essential.) The lit.st step is to construct t he phase; space i.e.. the infinite-dimensional symplectic manifold -of this field theory. It, will consist, of fields on an orientable 3-manifold » which, in the classical theory, plays the role of 'an instant of time'. (For later convenience we will assume that E has an analytic structure.) The phase space lias a natural cotangent bundle structure. To specify tin; configuration (or base) npace, let, us fix an SU(2) principal bundle D over E. The configuration space A is then the space of all smooth SU(2) connections A on B. Since all principal SU(2) bundles on an orientable 3-manifold are trivial, in concrete calculations, we can fix a trivialization of B and represent A as a Lie algebra-valued 1-forin A'„ on E. (Here a is the 1-form index and i is the su(2)-Lie algebra index.) Momenta, i.e. cotangent vectors of A, are represented by 2-forrns c„i„ which lake values in the dual of the su(2)-Lie algebra. By dualization on E, we can lepresent, them as vector densities E" of weight, one. In the terminology which is standard in physics, A'(l and E" are said to be canonical ly conjugate, i.e. to satisfy the Poisson-bracket relations
 where x and y are any two points in E and G is Newton's constant. Thus, the phase space of general relat ivity can be identified with that of the
 SU(2) Yang-Mills theory (Ashtekar. 1987a, b). In the passage; to quantum the-ory, t his is a significant advantage over the older 'metric formulation" because mathematical techniques are much better developed to handle theories of con-nections. The dynamics of general relativity is of course entirely different from that of Yang-Mills theory. However, it turns out that, this 'connection formula-tion' of general relativity also simplifies the Einstein dynamics, making it. more amenable to a full non-pert,urbative treatment.
 The geometrical interpretation of these variables is as follows. The connection A enables one to parallel-transport SU(2)-spinors (or, 'chiral fermions' in the physics terminology) along curves. The 'momenta' E represent triads (with density weight one); Q"1' := E"Eb' is a contravariant metric on E (with density weight two. Here the Lie-algebra indices have been contracted using the Cartan-Killing metric on su(2) .) Thus, the connection /I enables us to define SU(2)-valued holonomics while familiar quantities from Ricmanuiau geometry such as lengths, areas, and volumes can be constructed from E. For example, if S is a 2-dimensional submanifold of E defined in local coordinates by X3 = const, its area is given by:
 {A'a(x),E>;(y)} = x,y) ( 2 . 1 )
 (2.2)
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 Similarly, the volume of a 3-dirnensional region H is given by
 V,{ := f ( P x l e i j k E f E ^ E Z v ^ (2.3) J ft
 where ¡i„iic is the natural Levi-Civita density on E. Points of this phase space represent kinematic states of the classical theory
 and functions such as /l.v and V¡t on the phase space are kinematic observables. Our task in the remainder of this article is to construct the quantum analogues of such structures.
 2 . 2 Q u a n t u m c o n f i g u r a t i o n s p a c e
 For systems with only a finite number of degrees of freedom, the classical config-uration space also serves as the domain space of quantum wave functions, i.e., as the quantum configuration space. For systems with an infinite number of degrees of freedom, on the other hand, this is not true: generically, the quantum configu-ration space is an enlargement of the classical. In free field theory in Minkowski space (as well as exactly solvable models in low space-time dimensions), for ex-ample, while the classical configuration space can be built from suitably smooth fields, the quantum configuration space includes all tempered distributions. This enlargement is important because, for typical measures one encounters in quan-tum field theory, the classical configuration spaces are contained in sets of zero measure. The overall situation is the same in general relativity. The quantum configuration space A is a certain completion of 71 (Ashtekar and Isham, 1992; Ashtckar and Lewandowski, 1994).
 To see the nature of the extension involved, let. us fix a trivialization of the bundle D. Then, each smooth connection defines a holonomy along analytic paths in E: hp{A) := T e x p — JpA, where 7 stands for 'path ordered'.1 Gen-eralized connections capture this notion. That is, each A in A can be defined as a map which assigns to each oriented path p in E an element A(p) of SU(2) such that: i) Á(p~l) = ( / í ( p ) ) - 1 ; and, ii) A ( p 2 o p , ) - A(p2) • /i(/>i), where p - 1 is obtained from p by simply reversing the orientation, y>2 o p¡ denotes the composition of the two paths (obtained by connecting the end of p\ with the beginning of p2) and Á f a ) • A(l'\) '-s the composition in SU(2) (Baez, 1994a, b; Ashtekar and Lewandowski 1995a).
 As in Yang-Mills theory, physically interesting quantities—and in particular the geometrical observables discussed above—should be invariant under the ac-tion of gauge transformations (i.e., vertical automorphisms of B.) Therefore, we need to specify what the appropriate transformations are. A generalized gauge transformation is a map g which assigns to each point, x of E an SO'(2) element g(x) (in an arbitrary, possibly discontinuous fashion). It acts on A in the ex-pected manner, at the end points of paths: A(p) —• g(y+)~1 • Á(p) • g(v-). where
 'For technical simplicity, we will assume that all paths are analytic. An extension of the framework to allow for smooth paths is carried out by Baez and Sawin (1995).
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 tj and v + are respectively the beginning and t he end point of p. If A happens to he a smooth connection, say A, we have A(p) — li,,(A). However, in general, I(/>) cannot be expressed ¡us a path ordered exponential of a smooth 1-form with
 values in the Lie algebra of SU(2). Similarly, in general, a generalized gauge transformation cannot be represented by a smooth group valued function on E. The quotient A/S =: A/S is the gauge invariant quantum configuration space.
 An interesting property of the space A (as well as of A/S) is that it does not depend 011 the initial choice of the bundle D over E: A contains every (smooth) connection 011 every S i / ( 2 ) principal bundle over E. In addition, it contains genuinely generalized connections, e.g., ones which are 'distributional' In character in the sense that their support is lower dimensional. Therefore, at first, sight the spaces A, S and A/S seem too large to be mathematically controllable. However, it. turns out that A and S can be regarded as projective limits of a family of compact, Hausdorff, smooth manifolds (labelled by graphs in E) . 2 This enables one to introduce 011 them differential geometry (Ashtekar and Lewandowski, 1995a) as well as measure theory (Ashtekar and Lewandowski 1994, 1995b; Marolf and Mourao 1995).
 We will conclude this subsection by summarizing the projective limit con-struction. Let us begin with some definitions. An edge, is an oriented, 1-dimensi-onal submanifold of E with two boundary points, called vertices, which is analytic everywhere, including the vertices. A graph in E is a collection of edges such that if two distinct edges meet, they do so only at vertices. Using standard ideas from lattice gauge theory, we can associate a 'configuration space' with the graph 7. Consider the space A-,, each element A-t of which assigns to every edge in 7 an element of SU(2) and the space S 7 each element g-f of which assigns to each vertex in 7 an element of SU(2). (Thus, if N is the number of edges in 7 and V the number of vertices, >1-, is isomorphic with [Si/(2)]'v and S-> with [¿'C/(2)] l /). S h a s the obvious action 011 A^{e) —» < / (v + ) - 1 • A^(e) • g(v~). The (gauge invariant) configuration space associated with 7 is just A^/Sy It is easy to verify that Ay, and A.y/§y provide us with three projective families, labelled by graphs 7. The projective limits of these spaces yield precisely the spaces A, S and A/S discussed above. (Note incidentally that this limit is not t he usual 'continuum limit' of a lattice gauge theory in which one lets the edge length go to zero. Here, we are already in the continuum and just, expressing t he quantum configuration space of the continuum theory as a suitable limit of finite dimensional configuration spaces associated with graphs.)
 To summarize, the quantum configuration space A / 5 (or, A / S ) is a specific 'completion' of the classical configuration space A (resp. A / S ) - Being gauge
 2 T h e space A / S admits three characterizations: one as the projective limit of a family of compact llausclorir topological manifolds, one as the Cel'fand spectrum of an Abelian C algebra, and one as the space of homoniorphisins from tin; so-called 'hoop group' associated with S to 51/(2) (Ashtekar and Isham, 1902; Ashtekar and Lewandowski, 199'), 1995a). Racli serves to bring out certain structures and properties and together they provide a great deal of control 011 A / S -
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 invariant, quantum states will 1«: complex-valued, square-integrable function« on 7 l / S , or, equivalently, ¿¿-invariant square-integrable functions on A (with re-spect to suitable measures.) As in Minkowskian field theories, while A is dense in .4 topologically, measure theoretically it. is generally sparse; typically, A is contained in a subset set of zero measure of A/3 (Marolf and Monrao 1995). Consequently, what matters is the value of wave functions on 'genuinely' gener-alized connections. In contrast with the usual Minkowskian situation, however, .4. 3 and A/3 are all compact, spaces in their natural (Gel'fand) topologies. This fact: simplifies a number of technical issues.
 2 . 3 K i n e m a t i c a l H i l b e r t s p a c e
 Since A/3 is compact, it admits regular (Borel, normalized) measures and for every such measure we can construct a Hilbert space of ¿"-functions. Thus, to construct the Hilbert space of quantum states, we need to select a specific measure on A/3-
 It turns out that A admits a measure p° that is preferred by both mathemat-ical and physical considerations (Ashtckar and Lewandowski, 1994, 1995b; I3aez 1995a, 1995b). Mathematically, the measure p" is natural because its definition does not involve introduction of any additional structure: it is induced on A by the Haar measure on SU(2). More precisely, since A-f is isomorphic to [ S i / ( 2 ) ] w , the Haar measure on S i / ( 2 ) induces on it a measure p" in the obvious fashion. As we vary 7, we obtain a family of measures which turn out to be compatible in the appropriate sense and therefore induce a measure p° on the projective limit A. This measure has the following attractive properties: i) it is faithful; i.e., for any continuous, non-negative function / on A, / dp" f > 0, equality holding if and only if / is identically zero; and, ii) it is invariant under the (induced) action of Diff[E], the diffeomorphism group of X. Finally, p" induces a natural measure p" 011 A/3'- p" is simply the push-forward of p° under the projection map that sends A to A/3- Physically, the measure p" is selected by the so-called 'reality conditions'. More precisely, the classical phase space admits an (over)complete set of naturally defined configuration and momentum variables which are real, and the requirement that the corresponding operators 011 t he quantum Hilbert space be self-adjoint selects for us the measure p° (Ashtckar et al. 1995).
 Thus, it is natural to use := L2(A, dp") as our Hilbert space. Elements of 3(" are 'kinematic' quantum states; quantum Einstein equations have not. been imposed. Thus, is the quantum analogue of the phase-space of section 2.1. Gauge invariant quantum states are elements of 'K" = L~(A/3, dp")', they are the S-invariant functions 011 A. In fact, since the spaces A and S «re compact and measures normalized, we can regard 'J(° as the gauge invariant subspace of the Hilbert space !K°. In what, follows, we we will often do so.
 What do 'typical' quantum states look like? To provide an intuitive picture, we can proceed as follows. Fix a graph with N edges and consider functions lI'7 of generalized connections of the form VI*7(.4) = t/>{.'t(c]),..., A(e\)) for some smooth function ij> 011 [S t / (2 ) ] A , where e i , . . . , e .y are the edges of the graph
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 Tims, the; functions 'know only about' what the; generalized connections iln to I hose paths which constitute the edges of the graph 7. This space of Mates, although infinite dimensional, is quite 'small' in the sense that it is the I ' space associated with a finite dimensional manifold. However, if we vary 7 through all possible graphs, the collection of all states that results is very large. Indeed, one can show that it is dense in the Hilbert space 3(". (If we restrict ourselves to *1'7 which are S-mvariant, we obtain a dense subspace in '.if'.) Since each of these states depends only on a finite number of variables, borrowing the terminology from the quantum theory of free fields in Minkowski 1.pace, they are called cylindrical functions and denoted by Cyl. Gauge invariant cylindrical functions represent the 'typical' kinematic states. In many ways, Cyl Is analogous to the space of smooth functions of compact support on
 R3 which is dense in the Hilbert space L2(V23. d3x) of quantum mechanics, .lust, as one often defines quantum operators—e.g., the position, the momentum and the Laplacian—011 first and then extends them to an appropriately larger domain in the Hilbert space L2(R\d3x), we will define our operators first on Cyl and then extend them appropriately.
 Cylindrical functions provide considerable intuition about t he; nature of quan-tum state» we are led to consider. One can visualize them as '1-dimensional polymer-like excitations' of geometry/gravity. They are very different from the graviton states of perturbative treatments which are '3-dimensional wavy undu-lations' 011 flat space. Just as a polymer, although intrinsically 1-dimensional, exhibits 3-dimensional properties in sufficiently complex and densely packed con-figurations, the fundamental 1-dimensional excitations of geometry can be packed appropriately to provide a geometry which, when coarse-grained on scales much larger than the Planck length, resemble continuum geometries (Ashtekar et al. 1992). I11 this description, gravitons can arise only as approximate notions in the low energy regime (Iwasaki and Rovelli, 1993, 1994). At the basic level, states in !)f" are fundamentally different from the Fock states of Minkowskian quantum lield theories. The main reason is the underlying diffeomorphism invariance: In the absence of a background geometry, it. is not possible to introduce the familiar Gaussian measures and associated Fock spaces.
 Finally, it is interesting to note that the obvious generalizations of the spin-network states introduced by Roger also for quantum gravity but in a somewhat different context (Penrose 1971) provide a natural decomposition of i f " (and 3i°) into finite dimensional subspaces. Each of these subspaces can be identified with t he space of states of a spin-system. This fact simplifies various constructions and calculations enormously. This is a very interesting development . However, I will not. discuss it. here because there were t wo other talks at t he conference (by Kauffman and Sinolin) devoted to it.
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 3 Q u a n t u m g e o m e t r y
 3 .1 P r e l i m i n a r i e s
 We now wish to introduce the operators corresponding to geometrical quantities. As we saw in section 2.1, in the classical t heory Ricmannian geometry on £ is determined by the triads E". Since t hese fields are 'canonically conjugate' to i he connection A'a. heuristically, they are to be represented l>y GMf6A'a, .so that the commutator between the fundamental operators is Hi t imes the Poisson bracket, (2.1). The main task is to make this idea precise and show that the resulting triad operators are well-defined on the kinematical Ililbert, space introduced in section 2.3. We will see that this is indeed the case. One can then construct other geometric operators from these quantum triads. 1 will illustrate the procedure for the area operators which have had the most interesting applications so far. The length and the volume operators can be defined similarly (Thiemann 1996d; Rovelli and Smolin 1995; Loll 1995, 1996; Lewandowski 1996, Ashtekar and Lewandowski 1996a, b).
 The detailed regularization procedure shows that in this approach there is remarkable 'harmony' between differential geometry and functional analysis: n-form valued operators turn out to be well-defined when smeared in n-dimensions. For example, we already saw that the holonomies of connections lead to well-defined operators on 3i°; the connection 1-form is 'smeared' in 1-dimension. T h e conjugate momentum E" is dual to a 2-form e„in (with values in the dual of the sii(2)-Lie algebra) and geometrically it is natural to 'smear' it in 2-dimensions. It. again turns out that these 2-dimensionaIly smeared fitdtls lead to well-defined operators on 'J(°. Indeed, if one attempts to smear connections and triads in 3-dimensions, not; only is the procedure geometrically awkward but the result-ing operators typically fail to be densely-defined on This situation is in striking contrast with what happens in the Fock representation in free field the-ories in Minkowski space. In the Maxwell Fock space, for example, the 1-form valued connection as well as the 2-form valued electric fields are 3-diinensional distributions and fail to be well-defined if smeared in lower dimensions. The natural compatibility between geometry and analysis in the present approach can be traced back to the underlying diffeomorphism invariancc, i.e., to the fact that we did not use any background metric to construct either the quantum configuration space yl nor the the measure /t° thereon.
 Fix any 2-surface S in E and let, fc{x,y) be a 1-parameter family of fields on S which tend to the 6^(x,y) as c tends to zero; i.e., such that
 lim [ d2yft(xl,x2- y\y2)g(y\y2) = g(.r\x2), (3.1) C—0 Jg
 for all smooth densities g of weight 1 and of compact support on S. (Thus, f,{x,y) is a density of weight. I in x and a function in y.) The smeared version
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 ol /¿¡'(.r) will be defined to be:
 \Ei\f(x) := J dy" A dyb fc(x, y)vabcE'(y)
 = J dya A dybft(x, y)eabi(y) (3.2)
 so that, if the surface S is given in local coordinates by xA = const, as t tends to zero \E,]f tends to Ef(x). T h e 'point-splitting' strategy now provides a 'reg-ularized expression' of area (see Eq. (2.2)):
 \As)j := j S x [ [ £? i ] / ( a ? ) [ J E i l / ( a f ) ] * , ( 3 . 3 )
 which will serve as the point of departure for our construction of the area opera-tor. To simplify technicalities, we will assume that the smearing field ft(x,y) has t he following additional properties for sufficiently small e > 0: i) for any given II- f<(x,y) has compact support in x which shrinks uniformly to y as c tends to zero; and, ii) ft(x,y) is non-negative. These conditions are very mild and we are thus left with a large class of regulators3 . Our task is to find the operators corresponding to these smeared triads and areas.
 3 . 2 T r i a d o p e r a t o r s
 Let us fix a graph 7 and consider a cylindrical function on A.
 *^(A) = H;(A(ei),..,A(eN)), (3.4)
 where, as before, N is the total number of edges of 7 and where t/> is a smooth function 011 [6'C/(2)]'V. A careful regularization (Ashtekar and Lewandowski 1996a) shows that the smeared operator \E , \ j has the following action 011
 {[E,)f(x) • ( ^ [ X > / t ( s , V , ) X } ] • </>)(i(e,) A(e„))- (3.5)
 Here (¡> = \/Gli is the Planck length, I labels the edges of the graph 7 , vi the
 point at which the / - t h edge intersects S and k/ is a constant associated with
 the edge e/ via
 0, if e / is tangential to S or does not intersect 6',
 Kj ~ + 1 , if e / has an isolated intersection with S and lies above S, (3.6)
 — 1, if e / has an isolated intersection with 5 and lies below S.
 'For example, f , ( t , y) can be constructed as follows. Take any non-negative function / of compact support on .S' such that I d2xf{x) = 1 and set / . ( x . y ) = (\/t2)f((x - y)/i). Here, we have implicitly used the given chart to give f<(x. y) a density weight in x.
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 Tlie non-trivial part of the operator (3.5) is contained in A'] which are right/left invariant vector fields on SU(2). More precisely, X) is an operator assigned to the vertex i>/ and and the oriented edge c/ by the following formula
 (A'} • 1f)(Á(el),...,Á(eN)) (Á[ei)r% 0(Á¡t,))fr whe" e/ is out6°ing
 - ( r M ( e , ) ) ¿ g{j^t))A, when e, is incoming.
 (3.7) Thus, if none of the edges of the graph 7 intersect S, or if they all lie within S, the operator \E,]/(x) simply annihilates the state. The action is non-trivial only if some of the edges intersect S transversely. If they do, at the vertex of intersection each edge contributes via the Lie derivative along the ¿-til right or left invariant vector field on the copy of S i / (2 ) associated with that edge (depending 011 whether the edge is oriented to be outgoing at the vertex or incoming). Thus, the operator is geometrical and rather simple.
 Denote by 0Í" the Hilbert space Ij¿{Ay,d¡t") of square integrable cylindrical functions associated with a fixed graph 7. Now, ¡1° is the induced Ilaar measure on ,/l7 and the operator is just a sum of right/left invariant vector fields. Hence, standard results in analysis imply that, with domain Cyl' of all C 1 cylindrical functions based on 7, the operator (3.5) is essentially self-adjoint on 3(". Now, it is straightforward to verify that the operators 011 obtained by varying 7 are all compatible in the appropriate sense.'1 Hence, it follows from the general results on projective limits (Ashtekar and Lewandowski 1995a) that [¿ \ ] / ( z ) , with domain Cyl1 (the space of all Cl cylindrical functions), is an essentially self-adjoint, operator 011 '}(". For notational simplicity, we will denote its self-adjoint extension also by (JS¿]/(x). (The context should make it clear whether we are referring to the essentially self-adjoint operator or its extension.) These results will be important in the next subsection in the definition of the area operator.
 Finally, it is straightforward to remove the regulator, i.e., take the limit e — > 0. Let us, as before, introduce a chart and denote the surface by x 3 = const. The resulting triad operator-valued distribution is then given by:
 (3.8) where v ranges over vertices of 7 and /„ ranges over the edges of 7 which meet at v. Alternatively, given any 2-surface S in E, and a test field A' with values in
 'Given two graphs, 7 and 7'. we say that 7 > 7' if and only if every edge of 7 ' can be written as a composition of edges of 7. Given two such graphs, there is a projection map from ./I, to Ay' , which, via pull-back, provides an unitary embedding I ! o f ')<y into 'Jt',. A family of operators O-, on the Hilbert spaces ''Cj is said to be compatible if 1/^ y O y = OyfA, y and
 Uy^.Oy C Oy for all 7 > 7'. where /•>-, and D-,' are the domains of (')-, and O y .
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 I lie su(2)-Lie algebra,
 ¿[A] • := J dxa A dxbeabt(x)Xl(x) -
 = • WMei), MeN)), (3.9) V J,.
 is an essentially self-adjoint operator with domain Cyl1 , where v ranges over points of S. (The sum is well-defined because, for any cylindrical function ' I ' , v ranges over only a finite number of points.)
 3 .3 A r e a o p e r a t o r s
 Let us now turn to the expression (3.3) of the smeared area functional. Since we already have the expression (3.5) of the smeared triad operators, our task is quite straightforward. Let us denote the determinant of the intrinsic metric on S by gs, and its smeared version by [¡7s]/. Then, (3.3) and (3.5) imply:
 &>]/(*) • % ••= [Et]f(x)[E'\f(x) •
 i.j
 where the summation extends over all the oriented pairs ( / , . / ) ; vj and vj are the vertices at which edges e/ and aj intersect S\ k(I. J) = kjHj ecpials 0 if either of the two edges e/ and ej fails to intersect S or lies entirely in S, +1 if they lie on the same side of S, and - 1 if they lie on t he opposite sides. (For notational simplicity, from now on we shall not keep track of the position of the internal indices i; as noted in section 2.1. they are contracted using the invariant metric on the Lie algebra su(2).) The next step is to consider vertices v at which 7 intersects S and, as in (3.8), simply rewrite the above sum by re-grouping terms by vertices. The result simplifies if we choose e sufficiently small so that fc(x,v/)fc(x,vj) is zero unless v/ = v j . We then have:
 \$s),{x) • V-, = [ ^ ( A ( X , U ) ) 2 £ k(/„, • % , (3.11) " Iv.Jv
 where, as before, the index v labels the vertices on S and /„ and Jv label the edges at the vertex v.
 The next step is to take the square-root of this expression. The same rea-soning that established the self-adjointness of [f?j]/(x) now implies that [<ys]/(.x') is a non-negative self-adjoint, operator and hence has a well-defined square-root which is also a positive definite self-adjoint operator. Since we have chosen c to be sufficiently small, for any given point x in S, f , (x,v) is non-zero for at most one vertex v. We can therefore take the sum over v outside the square-root. One
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 then obtains
 ( ( & ] / ) * ( « ) ' * y = | E E « U v . - W U i J * ' * v ( 3 1 2 )
 Note that the operator is neatly split; the ¿-dependence all resides in / , and the operator within the square-root is 'internal* in the sense that it acts only on copies of SU (2).
 Finally, we can remove the regulator, i.e., take the limit as e tends to zero. By integrating both sides against test functions on S and then taking the limit, we conclude that the following equality holds in the distributional sense:
 7ts{x) - * , = f £ «5(2)(z, V) [ £ K(/„, JV)XIX\] i • (3.13) V 1,.,J„
 Thus, the area element operator is a well-defined 2-dimensional distribution on the surface S (defined by .T3 = const). It. has the same geometrical structure (i.e. density character) as its classical analogue. It is somewhat surprising that a
 " well-defined operator-valued distribution could be extracted in spite of the fact that, due to the square-root, ^/¡¡¿¡(x) has a non-polynomial dependence on the triad E?(x).
 It now follows immediately that the regularized area operator is given by:
 ¿ S • % = f E [ E W l A ] ' ' ( 3 M )
 (Here, as before, v labels the vertices at which 7 intersects S and /,., labels the edges of 7 at, the vertex v.) With Cyl* as its domain, / I s is essentially self-adjoint on the Hilbert space 0i° .
 So far, for simplicity, we assumed that the surface E is covered by a single chart of adapted coordinates. One can remove this assumption using the same arguments as in classical differential geometry. Thus, if such a global chart does not exist, we can cover E with a family 11 of neighbourhoods such that for each U <E U there exists a local coordinates system (:c") adapted to E. Let {<pu)ueii be a partition of unity associated to U. We just repeat the above regularization for a slightly modified classical surface area functional, namely for
 As,u •= J dx1 Adx2<pu{FjE'M]* (3.15)
 which has support within a domain U of an adapted chart. Thus, we obtain the operator A s a - Then we just define
 •As = E ^s.u-f/ett
 (3.16)
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 Tin- result is given again by formula (3.14). The reason why the functions ipy disappear from the result is that the operator obtained for a single domain of an adapted chart is insensitive to changes of this chart. This concludes our technical discussion.
 The classical expression A s of (2.2) is rather complicated. It. is therefore somewhat surprising that the corresponding quantum operators can be con-si meted rigorously and have quite manageable expressions. The essential reason is the underlying diffeomorphism invariance which severely restricts the possible operators. Given a surface and a graph, the only diffeomorphism invariant enti-ties are the intersection vertices. Thus, a diffeomorphism eovariant operator can only involve structure at these vertices. In our case, it just acts on t he copies of SU(2) associated with various edges at these vertices.
 I have presented this derivation in considerable detail to spell out all the assumptions, to bring out the generality of the procedure and to illustrate how regularization can be carried out in a fully non-perturbative treatment. While one is free to introduce auxiliary structures such as preferred charts or back-ground fields in the intermediate steps, the final result must respect the under-lying diffeomorphism invariance of the theory. Construction of other geometric-operators follows this general procedure.
 3 .4 P r o p e r t i e s o f area o p e r a t o r s
 1 will now discuss a few illustrative properties of area operators. (For a more complete discussion of the spectrum and other properties see Ashtekar and Lewandowski 1996a).
 1. Vertex operators: Most properties of the area operators can be derived by noting that they are constructed from certain 'vertex operators'. To sec this, recall first that, in the final expression (3.12) of the area element operator, there is a clean separation between the '.¡.--dependent' and the 'internal' parts. Given a graph 7, the internal part is a sum of square-roots of the operators
 associated with the surface S and the vertex v on it. It. is straightforward to check that operators corresponding to different vertices commute. Therefore, to analyse the properties of area operators, we can focus just on one vertex operator at a time.
 Furthermore, given the surface S and a point v 011 it, we can define an operator A$ i V 011 the dense subspace Cyl" on 3I° as follows:
 (3.17)
 £/,„.;,. K(IV,JV)X'i XY - VI'7 . if 7 i n t e r s e c t s S in V
 0, otherwise (3.18)
 where, as before, Iv and ./,. label the edges of 7 which have v as a vertex. (Recall that every cylindrical function is associated with some graph 7. If 7 intersects
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 S at v but v is not a vertex of 7, 0110 can simply 'extend' 7 by adding a new vertex v and orienting the edges at v to outgoing.) It is straightforward to verify that this definition is unambiguous: if a cylindrical function can lie represented in two different ways, say as »I*., and *I'y, then A s , v • and A.s> • »Py are two representations of the same function on A. Finally, there is a precise sense in which A i \ c can be regarded as a Laplacian operator on 91° (Ashtekar and Lewandowski 1995a). The area operator is a sum over all the points v of S of square-roots of Laplacians,
 i s = ( 3 1 9 ) «6 S
 The sum is well defined because, for any cylindrical function, it contains only a finite number of non-zero terms corresponding to the isolated intersection points of the associated graph with S.
 2. Discreteness of the spectrum: By inspection, it follows that the total area operator /l.s- leaves the subspace of Cylr' which is associated with any one graph 7 invariant and is a self-adjoint operator 011 the subspace o f 9 ( " correspond-ing to 7. Next, recall that. = L2(./l7 , (l/i"), where A-f is a compact manifold, isomorphic with ( S U { 2 ) ) N where N is the total number of edges in 7. As, ex-plained above, the restriction of to i)(" is given by certain commuting elliptic differential operators on this compact manifold. Therefore, all its eigenvalues are discrete. Now suppose that the complete spectrum of A s on ¡H" has a continuous part. Denote by Pc t he associated projector. Then, given any vl' in OC", P, • >1' is orthogonal t.o 0(" for any graph 7 , and hence to the space Cyl of cylindrical functions. Now, since Cyl" is dense in OC, Pc • must vanish for all in OC. Hence, the spectrum of A s has no continuous part.
 Note that this method is rather general: It can be used to show that any self-adjoint operator on OC which maps (the intersection of its domain with) OC" to OC", and whose action 011 OC" is given by elliptic differential operators, has a purely discrete spectrum on 0C°. Geomet rical operators, constructed purely from the triad field tend to satisfy these properties.
 3. Spectmm: In the case of the area operators, one can do much more: the complete spectrum can be calculated. If we assume that the surface is open and its closure is contained in E, the eigenvalues arc given by:
 a s = f £ [2^>(j<rf> + 1) + " 2 + 1) - + 1 ) ] ' (3.20) V
 where v runs over non-negative integers (which label 'vertices' in S) and and are non-negative half-integers assigned to each v and subject to the usual inequality
 |j(<0 _ j(«)| < j(<i+«) < jW) + (3.21)
 These eigenvalues are realized not oidy 011 the full Ililbert space but also 011 the gauge invariant subspace 9C" thereof. If the topology is non-trivial, however,
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 not all of these eigenvalues are admitted in the gauge invariant subspace. I will indicate some of these restrictions below.
 4. Arm yap: The minimum eigenvalue is of course zero. Since the spectrum is discrete, there is an 'area gap'. Interestingly, the gap contains information about the topology of the surface. Consider first the case when the surface S is open with its closure contained in E. An example is a disk z = 0, x2 + y2 < 1 in 3?3. Then the first non-zero eigenvalue is obtained when (there is a single 'vertex' and, e.g.,) ¿<d> = 0 and j { u ) = j { d + u ) = 1/2 in (3.20). The value is a"s — ( \ / 3 / 4 ) t ' f , . A second possibility is to consider a surface S which is closed (OS — 0) and divides E into disjoint open sets. An example is given by S = S 2
 and E - 'Ji:i. Then, the area gap is higher; ag = (2\[2j4)(\,. Finally, consider the case when S is closed but not. of the second type above. An example is given by S — 'J2, a 2-torus in E = 'J3. In this case the area gap is in between. It is given by a°s = (2/4)E2
 P.
 5. Asymptotic behaviour of eigenvalues: Although the spectrum is discrete, the level spacing is not equal; the eigenvalues tend to crowd for large areas. This decrease in level spacing occurs very rapidly. In the case of trivial topology, for instance, there is only one non-zero eigenvalue with a s < 0.5C2,, seven with as < and 98 eigenvalues with as < 2CP (Fairhurst 1996). A quick estimate shows that, in the large eigenvalue limit, one can bound the spacing between consecutive eigenvalues via:
 S a s < l ^ = Y 2P + 0 ( ^ y 2
 P . (3.22) ¿y/as as
 (This is a 'quick' bound, far from being the best.) Thus, although the spectrum is purely discrete, for large areas, it approaches the continuum rather rapidly.
 This concludes the discussion of quantum geometry. My aim in this sub-section was to illustrate how various properties of geometric operators can be analysed in detail within this framework. These properties bring out the striking difference between the Riemannian geometry that underlies the classical theory and 'polymer-like geometry' that emerges from quantum states and operators. It is particularly pleasing to see how the topology of the 2-surface S is coded in the spectrum of the area operator As- The fact that the level-spacing in the spectrum of the area operator goes rapidly to zero makes it easy to visual-ize why the continuum picture is such an excellent approximation even on the smallest laboratory scales (10~ 1 8 cm « 10 ,5£/>) probed in high energy physics. Furthermore, as we will see in the next section, this asymptotic behaviour of the spectrum in the large area limit has interesting consequences to the issue of black-hole evaporation (Bekenstein and Mukhanov 1995).
 4 D i s c u s s i o n
 Riemannian geometry provides the mathematical framework to formulate gen-eral relativity (as well as other modern theories of gravity). If we follow the line of thought advocated by Roger Penrose and face the problem of quantum
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 gravity non-perturbatively, we are naturally led to the conclusion that a quan-tum theory of gravity should, in particular, provide us with a quantum theory of geometry. Riemannian geometry can then emerge only as an approximation on a large scale, upon a suitable coarse graining of the semiclassical states of the full-fledged quantum theory. What then is to substitute Riemannian geometry in the small? What is the mathematical framework for describing the 'atoms' of geometry, its 'elementary excitations', its 'basic quanta'? In this contribution, I have presented one possible candidate. The resulting quantum geometry is strikingly different from the familiar continuum descriptions. In particular, the triad operators- as well as area operators associated wit h intersecting surfaces-fail to commute giving rise to certain intrinsic uncertainties in the simultaneous measurements of geometric quantities (Ashtekar et al. 1996). The basic exci-tations are 1-dimensional, rather like polymers. And geometry is 'quantized' in the old-fashioned sense of the word: geometrical quantities such as lengths, areas and volumes, which take continuous values classically, are represented in the quantum theory by operators with purely discrete spectra.
 The basic field in the classical (Hamiltonian) theory as well as in the quantum description is the (density weighted) triad E" which can be naturally thought of as a triplet of 2-forms ea(„. We saw that, in the passage to quantum theory, differential geometry and functional analysis fuse in a coherent fashion. Clas-sical triads can be most naturally integrated over 2-surfaces. Their quantum analogues turned out naturally to be 2-dimensional operator-valued distribu-tions; they have to be smeared also along 2-surfaces. In the classical theory, using the Levi-Civita density on the 3-manifold E one can also construct 1-forms, e l
 a, the co-triads, which play an important role, e.g., in the definition of lengths of curves (Thiemann, 1996d). It turns out that their quantum analogues are 1-dimensional operator-valued distributions; they have to be smeared along 1-dimensional curves. As noted in section 3.1, this harmonious blending of geom-etry and analysis is absent in Minkowskian quantum field theories which depend critically on the fiat, background metric. It, is an essentially non-perturbative feature.
 A detailed picture of quantum geometry is now emerging. It has several strik-ing features, perhaps t he most intriguing of which is the 1-dimensional nature of fundamental excitations. How did this arise? What inputs have gone in this construction? There is in essence only one fundamental assumption: the require-ment that traces of holonomies of the connection A around closed loops a—or, in the physics terminology, the Wilson loop variables—Tn - 'IV 'J5 — exp f A, be well-defined operators in the quantum theory. This assumption leads one directly to the quantum configuration space A/S (Ashtekar and Isham, 1992) and hence to the cylindrical functions based on graphs which in turn provide the 'polymer picture' of the basic excitations.
 Since there is no background metric, the expressions of geometric opera-tors are severely constrained. The area operator A s , for example, can have a non-trivial action on a state only if the surface S intersects the graph 7.
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 Note however, that the del;tiled expressions of the operator and its eigenvalues are quite involved; they could not have been guessed from general consider-ations. The same is true for other geometric operators. This is an important feature and arises because our approach is 'constructive'; we did not pre-suppose the expressions of these operators but arrived at them systematically starting from differential geometry and canonical quantization. By contrast, iconoclas-tic approaches tend to begin by postulating the nature of t he micro-structure of space-time—e.g., by declaring it. to be a causal set and the expressions of geometric quantities are also postulated. Typically, such definitions capture the gross features of our expressions but miss out, the subtleties.
 The details can have important consequences. I will conclude with an inter-esting illustration. The simplest eigenvectors VI'7 of .45 occur if at each intersec.-t ion between 7 and S there is precisely one incoming edge (lying below S) and one outgoing edge (lying above S). Suppose there are N vertices on S and 2 N such edges. Then is an eigenvector of A s with eigenvalue a $ = N ( \ / 3 / 2 ) £ p . These eigenvalues have 'equal spacing', like the energy levels of the harmonic oscilla-tor. Not, surprisingly, these eigenvalues were the first to be discovered. Suppose for a moment (as would be natural in any approach that begins by postulating discreteness) that t his was the entire spectrum of ,4.s-. Then, as Bekenstein and Mukhanov (1995) have argued, t he spectrum omitted by an evaporating black-bole would be quite different from that given by the semi-classical calculations of Hawking's (1975).
 To see this, recall first that the area of the horizon A goes as A/2 , where M is the mass of the black-hole. As the black-hole radiates, the area shrinks. From the perspective of full quantum gravity, the area makes quantum jumps from one eigenvalue to another. In natural units c = h = G = I, the energy emitted in such a transition is given by 6M ~ 6us/M since As ~ M2, where S is now the horizon. For the simple eigenvalues a s given above, the energy emitted in any one transition is t hus N / A / , if the transition involves N steps of area eigenvalues. Now, in the Hawking spectrum, the peak of the black-body curve occurs at the frequency ui„ ~ 1 / M . Hence, if the area spectrum were the naive one, one would not see any radiation at frequencies below the peak and one would only see lines at frequencies w0,2uj0,..., Ncj0,...; the spectral lines would not approximate the continuum back body spectrum at all! Thus, if the spectrum of the area operator were the naive one, quantum gravity would predict major deviations from the black-body spectrum predicted by Hawking.
 What is the situation if one uses the correct, full spectrum of the area op-erator? Now, for large black-holes, the eigenvalues crowd; the level spacing is not equal but tends to zero as a s increases. As we saw in section 3.4, a (crude) bound is given by ¿ a s < 1 /^ /as ~ l / M . Hence the energy emitted in a transi-tion goes as 6 M ~u>0/A'/. Thus, there are many, many spectral lines and these, together, can easily approximate the continuous black-body spectrum. There is
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 no a priori conflict with Hawking's semi-classical calculation.''
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12 From Quantum Code-making to Quantum
 Code-breaking
 A r t u r E k e r t Clarendon Laboratory. Parks Road, Oxford OXl 3PU.
 1 W h a t i s w r o n g w i t h c l a s s i c a l c r y p t o g r a p h y ?
 Human desire to communicate secretly is at least as old as writing itself and goes back to the beginnings of our civilisation. Methods of secret communica-tion were developed by many ancient societies, including those of Mesopotamia, Egypt, India, and China, but details regarding the origins of cryptology1 remain unknown (Kalin 1907).
 We know that it was the Spartans, the most warlike of the Greeks, who pioneered military cryptography in Europe. Around 400 BC they employed a device known as a scytale. The device, used for communication between military commanders, consisted of a tapered baton around which was wrapped a spiral strip of parchment or leather containing the message. Words were then written lengthwise along the baton, one letter on each revolution of the strip. When unwrapped, the letters of the message appeared scrambled and the parchment was sent on its way. The receiver wrapped the parchment around another baton of the same shape and the original message reappeared.
 Julius Caesar allegedly used, in his correspondence, a simple letter substitu-tion method. Each letter of Caesar's message was replaced by the let ter that followed it alphabetically by three places. The letter A was replaced by D, the letter B by E, and so on. For example, the English word COLD after the Caesar substitution appears as FROG. This method is still called the Caesar cipher, regardless of the size of the shift used for the substitution.
 These two simple examples already contain the two basic methods of en-cryption which are still employed by cryptographers today, namely transposition and substitution. In transposition (e.y. scytale) the letters of the plaintext, the technical term for the message to be transmitted, are rearranged by a special permutation. In substitution (e.y. Caesar's cipher) the letters of the plaintext are replaced by other letters, numbers or arbitrary symbols. In general the two
 ' T h e science of secure communication is called cryptology from Greek kryptos hidden and logos word. Cryptology embodies cryptography, the art of code-making, and cryptanalysis, the art of code-breaking.
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 techniques can be combined (for an introduction to modern eryptology see, for example, Menezes ct al. 1996; Sclmeier 1994; Welsh 1988).
 Originally the security of a cryptotext depended on the secrecy of the entire encrypting and decrypting procedures; however, today we use ciphers for which the algorithm for encrypting and decrypting could be revealed to anybody with-out compromising the security of a particular cryptogram. In such ciphers a set of specific parameters, called a key, is supplied together with the plaintext as an input to the encrypting algorithm, and together with the cryptogram as an input to the decrypting algorithm. This can be written as
 Ek{P) = C, and conversely, Dk{C) = P, (1.1)
 where P stands for plaintext, C for cryptotext or cryptogram, k for cryptographic key, and E and D denote an encryption and a decryption operation respectively.
 The encrypting and decrypting algorithms are publicly known; the security of the cryptogram depends entirely on the secrecy of the key, and this key must consist of a randomly chosen, sufficiently long string of bits. Probably the best way to explain this procedure is to have a quick look at. the Vernatn cipher, also
 _ known as the one-time pad. If we choose a very simple digital alphabet in which we use only capital letters
 and some punctuation marks such its
 A 13 C D E . . . . . . X Y Z ? , . 01 02 03 04 05 . . . . . . 24 25 26 27 28 29 30
 we can illustrate the secret-key encrypting procedure by the following simple example:
 II 13 I L O R O G 13 It 08 05 12 12 15 27 18 15 07 05 18 3 0 24 14 26 25 29 17 28 12 01 18 27 03 02 19 08 07 II 14 16 07 OS 23 15 0 3
 In order to obtain the cryptogram (sequence of digits in the bottom row) we add the plaintext numbers (the top row of digits) to the key numbers (the middle row), which are randomly selected from between 1 and 30, and take the remainder after division of the sum by 30, t hat is we perform addition modulo 30. For example, the first, letter of the message "H" becomes a number "08"in the plaintext, then we add 08 + '24 = 32 ; 32 = 1 x 30 + 2, therefore we get 02 in the cryptogram. The encryption and decryption can be written as P+k (mod 30) = C and C — k (mod 30) = P respectively.
 The cipher was invented by Major Joseph Mauborgne and AT&T's Gilbert Vernam in 1917 and we know that if the key is secure, the same length as the message, truly random, and never reused, this cipher is really unbreakable! So what is wrong wit h classical cryptography?
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 There is a snag. It is called key distribution. Once the key is established, subsequent communication involves sending cryptograms over a channel, even one which is vulnerable to total passive eavesdropping (e.g. public announcement in mass-media). However in order to establish the key. two users, who share no secret information initially, must at a certain stage of communication use a reliable and a very secure channel. Since the interception is a set of measurements performed by the eavesdropper on this channel, however difficult this might, be from a technological point of view, in principle any classical key distribution can always be passively monitored, without the legitimate users being aware that any eavesdropping has taken place.
 Cryptologists have tried hard to solve the key distribution problem. The 1970s, for example, brought a clever mathematical discovery in the shape of "public key" systems (Diffie and Hellman 1976). In these systems users do not need to agree on a secret key before they send the message. They work on the principle of a safe with two keys, one public key to lock it, and another private one to open it. Everyone has a key to lock the safe but only one person has a key that will open it again, so anyone can put a message in the safe but only one person can take it out. These systems exploit the fact that certain mathematical operations are easier to do in one direction than the other. The systems avoid the key distribution problem but unfortunately their security depends on unproven mathematical assumptions, such as the difficulty of factoring large integers.2
 This means that if and when mathematicians or computer scientists come up with fast and clever procedures for factoring large integers the whole privacy and discretion of public key cryptosystems could vanish overnight. Indeed, recent work in quantum computation shows that quantum computers can, at least in principle, factor much faster than classical computers (Shor 1994)!
 In the following I will describe how quantum entanglement, singled out by Erwin Schrodinger (1935) as the most remarkable feature of quantum theory, became an important resource in the new field of quantum data processing. After a brief outline of entanglement's key role in philosophical debates about the meaning of quantum mechanics I will describe its current impact on both cryptography and cryptanalvsis. Thus this is a story about quantum code-making and quantum code-breaking.
 2 I s t h e B e l l t h e o r e m o f a n y p r a c t i c a l u s e ?
 Probably the best way to agitate a group of jaded but philosophically-inclined physicists is to buy them a bottle of wine and mention interpretations of quan-tum mechanics. It is like opening Pandora's box. It seems that everybody agrees with the formalism of quantum mechanics, but no one agrees on its meaning. This is despite the fact that, ¡is far as lip-service goes, one particular orthodoxy established by Niels Bohr over 50 years ago and known as the "Copenhagen in-
 2 R S A a very popular public key cryptosystem named after the three inventors, Hon Rivest, Adi Shamir, and Leonard Adlcman (1979)—gets its security from the difficulty of factoring large numbers.
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 terpretation" still effectively holds sway. Il lin.s never been clear to nie how so many physicists can seriously endorse a view according to which the equations of quantum theory (e.g. the Schrodinger equation) apply only to unobserved physical phenomena, while at the moment of observation a completely different and mysterious process takes over. Quantum theory, according to this view, pro-vides merely a calculational procedure and does not attempt to describe objective physical ivality. A very defeatist view indeed.
 One of the first who found the pragmatic inst rumentalism of Bohr unaccept-able was Albert Einstein who, in 1927 during the fifth Solvay Conference in Brussels, directly challenged Bohr over the meaning of quantum theory. The in-tellectual atmosphere and the philosophy of science at the time were dominated by positivism which gave Bohr the edge, but Einstein stuck to his guns and the Bohr-Einstein debate lasted almost three decades (after all they could not use e-mail). In 1935 Einstein together with Boris Podolsky and Nathan Rosen (EPR) published a paper in which they outlined what a 'proper' fundamental theory of nature should look like (Einstein et «/. 1935). The EPIl programme required completeness ("In a complete theory there is an element corresponding to each element of reality"), locality ("The real factual situation of the system A
 - is independent of what is done with the system B, which is spatially separated from the former"), and defined the element of physical reality as "if, without in any way disturbing a system, we can predict with certainty the value of a physical quantity, then there exists an element of physical reality corresponding to this physical quantity". EPR then considered a thought experiment on two entangled particles which showed that quantum states cannot in all situations be complete descriptions of physical reality. The EPR argument, as subsequently modified by David Bolun (1951), goes as follows. Imagine the singlet-spin state of two spin 1 particles
 i * ) = ^ ( i T > u > - u m » . ( 2 - i )
 where the single particle ket.s | J) and | j) denote spin up and spin down with respect to some chosen direction. This state is spherically symmetric and the choice of the direction does not matter. The two particles, which we label A and B, are emitted from a source and fly apart. After they are sufficiently separated so that they do not interact wit h each other we can predict with certainty the x component of spin of particle A by measuring the x component of spin of particle B. This is because the total spin of the two particles is zero and the spin components of the two particles must have opposite values. The measurement performed on particle B does not disturb particle A (by locality) therefore the x component of spin is an element of reality according to the EPR criterion. By the same argument and by the spherical symmetry of state | *!') the y, z, or any other spin components are also elements of reality. However, since there is no quantum state of a spin ^ particle in which all components of spin have definite values the quantum description of reality is not complete.
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 T h e EPR programme asked for a different description of quantum reality but until John Bell's (19G4) theorem it was not clear whether such a description was possible and if so whether it would lead to different experimental predictions. Bell showed that the EPR propositions about locality, reality, and completeness are incompatible with some quantum mechanical predictions involving entangled particles. T h e contradiction is revealed by deriving from the E P R programme an experimental ly testable inequality which is violated by certain quantum me-chanical predictions. Extension of Bell's original theorem by John Clauser and Michael H o m e (1974) made experimental tests of the E P R programme feasible and quite a few of them have been performed. T h e experiments have supported quantum mechanical predictions. Does this prove Bolir right? Not at all! T h e refutation of the EPR programme does not give any credit to the Copenhagen in-terpretation and simply shows that there is much more to 'reality', 'locality' and 'completeness' than the EPR. envisaged (for a contemporary realist's approach see, for example, (Penrose 1989, 1994)).
 W h a t does it all have to do with data security? Surprisingly, a lot! It turns out that, the very trick used by Bell to test the conceptual foundations of quantum theory can protect data transmission from eavesdroppers! Perhaps it sounds less surprising when one recalls again the EPR definition of an element of reality: "If, without in any way disturbing a system, we can predict with certainty the value of a physical quantity, then there exists an element of physical reality corresponding to this physical quantity". If this particular physical quantity is used to encode binary values of a cryptographic key then all an eavesdropper wants is an e lement of reality corresponding to t he encoding observable (well, at least this was my way of thinking about it back in 1990). Since then several experiments have confirmed the 'practical' aspect of Bell's theorem making it quite clear that the border between blue sky and down-to-earth research is quite blurred.
 3 Q u a n t u m k e y d i s t r i b u t i o n
 T h e quantum key distribution which I am going to discuss here is based on dis-tribution of entangled particles (Ekert 1991). Before I describe how the sys tem works let me mention that quantum cryptography does not have to be based on quantum entanglement. In fact a quite different approach based on partial in-distinguishibility of non-orthogonal state vectors, pioneered by Stephen Wiesner (1983), and subsequently by Charles Bennett and Gilles Brassard (1984), pre-ceded the entanglement,-based quantum cryptography. Entanglement, however, offers quite a broad repertoire of additional t ricks such as, for example, 'quantum privacy amplification' (Deutsch et al. 1990) which makes the entanglement-based key distribution secure and operable even in the presence of environmental noise.
 T h e key distribution is performed via a quantum channel which consists of a source tha t emits pairs of spin i particles in the singlet s tate as in eqn (2.1). T h e particles fly apart along the 2-axis towards the two legit imate users of the channel, Alice and Bob, who, after the particles have separated, perform mea-
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 surements and register spin components along one of three directions, given by unit, vectors a, and b, ( i , j = 1 ,2 ,3) , respectively for Alice and Bob. For simplic-ity both «, and bj vectors lie in the x-y plane, perpendicular to the trajectory of the particles, and are characterized by azimuthal angles: tj>'{ 0. <jft = '¡7T,
 = i t t , and <i>'{ - ^7r, d)!> = ^tt, 4>3 = i}""- Superscripts "a" and "b" re-fer to Alice's and Bob's analysers respectively, and the angle is measured from the vertical x-axis. The users choose the orientation of the analysers randomly and independently for each pair of the incoming particles. Each measurement, in 7-,h units, can yield two results, +1 (spin up) and - 1 (spin down), and can potentially reveal one bit of information.
 The quantity
 E(at/b}) = P++(Si,bj) + bj) - P+_(5i,bj) - P _ + ( a , , 6 j ) (3.1)
 is the correlation coefficient of the measurements performed by Alice along a,
 and by Bob along bj. Here P±±(Si,bj) denotes the probability that result ± 1
 has been obtained along a t and ± 1 along bj. According to the quantum rules
 E(at,bj) = —a, • bj. (3.2)
 For the two pairs of analysers of the same orientation («2, b\ and «3, 62) quantum mechanics predicts total autocorrelation of the results obtained by Alice and Bob: E(a-i,b\) = £ («3 ,62) = —1.
 One can define a quantity S composed of the correlation coefficients for which Alice and Bob used analysers of different orientation
 S = E(a,, b\) - £(a,, h) + E(a.t, 6 ,) + E(a3,63). (3.3)
 This is the same S as in the generalised Bell theorem proposed by Clauser. Home, Shimony, and Holt (1909) and known as the CHSH inequality. (Quantum mechanics requires
 S = -2V2. (3.4)
 After the transmission has taken place, Alice and Bob can announce in public the orientations of the analysers they have chosen for each particular measure-ment and divide the measurements into two separate groups: a first group for which they used different orientation of the analysers, and a second group for which they used the same orientation of the analysers. They discard all mea-surements in which either or both of them failed to register a particle at all. Subsequently Alice and Bob can reveal publicly the results they obtained but within the first group of measurements only. This allows them to establish the value of 6', which if the particles were not directly or indirectly "disturbed" should reproduce the result of eqn (3.4). This assures the legitimate users that the results they obtained within the second group of measurements are anticor-related and can be converted into a secret string of bits the key.
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 An eavesdropper, live, cannot elicit any information from the particles while in transit from the source to the legitimate users, simply because there is no information encoded there! The information "comes into being" only after the legitimate users perform measurements and communicate in public afterwards. Eve may try to substitute her own prepared data for Alice and Bob to misguide them, but as she does not know which orientation of the analysers will be chosen for a given pair of particles there is no good strategy to escape being detected. In t his case her intervention will be equivalent to introducing elements of physical reality to the spin components and will lower S below its 'quantum' value. Thus the Bell theorem can indeed expose eavesdroppers.
 4 Q u a n t u m e a v e s d r o p p i n g
 The key distribution procedure described above is somewhat, idealised. The prob-lem is that there is in principle no way of distinguishing entanglement with an eavesdropper (caused by her measurements) from entanglement with the envi-ronment caused by innocent noise, some of which is presumably always present. This implies that all existing protocols which do not address this problem are, strict ly speaking, inoperable in the presence of noise, since they require the trans-mission of messages to be suspended whenever an eavesdropper (or. therefore, noise) is detected. Conversely, if we want a protocol that is secure in the pres-ence of noise, we must find one that allows secure transmission to continue even in the presence of eavesdroppers. To this end, one might consider modifying the existing protocols by reducing the statistical confidence level at which Alice and Bob accept a batch of qubits. Instead of the extremely high level envisaged in the idealised protocol, they would set. the level so that they would accept most batches that had encountered a given level of noise. They would then have to assume that some of the information in the batch was known to an eaves-dropper. It seems reasonable that classical privacy amplification (Bennett el al. 1995) could then be used to distill, from large numbers of such qubits, a key in whose security one could have any desired level of confidence. However, no such scheme has yet been proved to be secure. Existing proofs of the security of clas-sical privacy amplification apply only to classical communication channels and classical eavesdroppers. They do not cover the new eavesdropping strategies that become possible in the quantum case: for instance, causing a quantum ancilla to interact with the encrypted message, storing the ancilla and later performing a measurement on it that is chosen according to the data that Alice and Bob exchange publicly. The security criteria for this type of eavesdropping have only recently been analysed (Gisin and Huttner 1990, Fuchs ct al. 1997. Cirac and Gisin 1997).
 The best way to analyse eavesdropping in the system is to adopt the scenario that is most favourable for eavesdropping, namely where Eve herself is allowed to prepare all the pairs that Alice and Bob will subsequently use to establish a key. This way we take the most conservative view which attributes all disturbance in the channel to eavesdropping even though most of it. (if not all) may be due to
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 innocent environmental noise. Let us start our analysis of eavesdropping in the spirit of the Bell theorem and
 consider a simple case in which Eve knows precisely which particle is in which state. Following Ekert (1991) let us assume that Eve prepares each particle in the E P R pairs separately so that each individual particle in the pair has a well defined spin in some direction. These directions may vary from pair to pair so we can say that she prepares with probability p(na, nb) Alice's particle in state | n„) and Bob's particle in state |nf,), where n„ and iii, are two unit vectors describing the spin orientations. This kind of preparation gives Eve total control over the state of individual particles. This is the case where Eve will always have the edge and Alice and Bob should abandon establishing the key; they will learn about it by estimating |S | which in this case will always be smaller than \ /2 . To see this let us write the density operator for each pair as
 p = J p(na,nb)\na)(na\<8>\fib)(nb\dnadnb. (4.1)
 Equation (3.3) with appropriately modified correlation coefficients reads
 S = Jp(na,nb)dnadnb [(a, • n„)(/>, • Hb) - (a, • na)(b3 • iib)
 +(«3 • • Tib) + (a 3 • na)(b3 • Tit,)], (4.2)
 and leads to
 S = J P(na,nb)dnadnb{V2n (I • "t>l (4.3)
 which implies —s/2 < S < y/2, (4.4)
 for any state preparation described by the probability distribution p(na,nb). Clearly Eve can give up her perfect control of quantum states of individual
 particles in the pairs and entangle at least some of them. If she prepared all the pairs in perfectly entangled singlet states she would lose all her control and knowledge about Alice's and Bob's data who can then easily establish a secret key. This case is unrealistic because in practice Alice and Bob will never register |S | = 2 \ / 2 . However, if Eve prepares only partially entangled pairs then it is still possible for Alice and Bob to establish the key with an absolute security provided they use a Quantum Privacy Amplification algorithm (QPA) (Deutsch ct al. 199G). The case of partially entangled pairs, V2 < |6'| < 2 \ /2 , is the most important one and in order to claim that we have an operable key distribution scheme we have to prove that the key can be established in this particular case. Skipping technical details 1 will present only the main idea behind the QPA, details can be found in Deutsch ct al. (1996).
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 Firstly, note that any two particles that are jointly in a pure state cannot be entangled with any third physical object. Therefore any procedure that delivers EPR-pairs in pure states must also have eliminated the entanglement between any of those pairs and any other system. The QPA scheme is based on an iterative quantum algorithm which, if performed with perfect accuracy, starting with a collection of EPR-pairs in mixed states, would discard some of them and leave the remaining ones in states converging to the pure singlet state. If (as must be the case realistically) the algorithm is performed imperfectly, the density operator of the pairs remaining after each iteration will not converge on the singlet but on a state close to it, however, the degree of entanglement with any eavesdropper will nevertheless continue to fall, and can be brought to an arbitrary low value. The QPA can be performed by Alice and Bob al distant locations by a sequence of local unitary operations and measurements which are agreed upon by communication over a public channel and could be implemented using technology that is currently being developed (e.f. Turchette et al. 1995).
 The essential element of the QPA procedure is the 'entanglement purification' scheme, t he idea originally proposed by Charles Bennett, Gilles Brassard, Sandu Popescu. Benjamin Schumacher, John Smolin, and Bill Wootters (1996a). It has been shown recently that any partially entangled states of two-state particles can be purified (Horodecki et al. 1997). Thus as long as the density operator cannot be written as a mixture of product states, i.e. is not of the form (4.1), then Alice and Bob may outsmart Eve!
 Finally let me mention that quantum cryptography today is more than a theoretical curiosity. Experimental work in Switzerland (Muller et al. 1995), in the UK (Townsend el al. 1996), and in the USA (Hughes et al. 1996, Franson and Jacobs 1995) shows that quantum data security should be taken seriously!
 5 P u b l i c k e y c r y p t o s y s t e m s
 In the late 1970s Whitfield Diffie and Martin Hellman (1976) proposed an inter-esting solution to the key distribution problem. It involved two keys, one public key e for encryption and one private key d for decryption:
 Ee(P) = C, and Dd{C) = P. (5.1)
 As I have already mentioned, in these systems users do not need t.o agree on any key before they start sending messages to each other. Every user has his own two keys; the public key is publicly announced and the private key is kept secret. Several public—key cryptosystems have been proposed since 1976; here we concentrate our attention on the most popular one, which was already mentioned in Section 1, namely the RSA (Rivest et al. 1979).
 If Alice wants to send a secret message to Bob using the RSA system the first t hing she does is look up Bob's personal public key in a some sort of yellow pages or an RSA public key directory. This consists of a pair of positive integers (e, n). The integer e may be relatively small, but n will be gigantic, say a couple of hundred digits long. Alice then writes her message as a sequence of numbers
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 using, for example, our digital alphabet from Sect ion 1. This string of numbers is subsequently divided into blocks such that each block when viewed as a number P sat isfies P < n. Alice encrypts each P ¡is
 E(P) =C= Pr mod 7i. (5.2)
 and sends the resulting cryptogram to Bob who can decrypt it by calculating
 D(C) = P = C'{ mod 71. (5.3)
 Of course, for this system to work Bob has to follow a special procedure to generate both his private and public key:
 • He begins with choosing two large (100 or more digits long) prime numbers p and q, and a number e which is relatively prime to both p — 1 and q — 1.
 • He then calculates 7i = pq and finds d such that ed = 1 mod (p — 1)(</ — 1). This equation can be easily solved, for example, using the extended Euclidean algorithm for the greatest common divisor.3
 • He releases to the public n and e and keeps p. q, and d secret.
 The mathematics behind the RSA is a lovely piece of number theory which goes back to the 17th century when a French lawyer Pierre de Fermat discovered that if a prime p and a positive integer a are relatively prime, then
 ap~1 = 1 mod p. (5.4)
 A century later, Leonhard Elder found the more general relation
 = 1 mod n, (5.5)
 for relatively prime integers a and n. Here <fi(n) is Euler's <l> function which counts the number of positive integers smaller than n and coprime to n. Clearly for any prime integer such as p or q we have <t>(p) = p — 1 and 4>{q) = q — 1; for n = pq we obtain (j>(n) = (p - 1 )(q - 1). Thus the cryptogram C = Pr mod n can indeed be decrypted by Cd mod n = P"1 mod n because ed = 1 mod <p(n); hence for some integer k
 Pcd mod ri = mod n = P. (5.6)
 For example, let us suppose that Roger's public key is (e, n) - (17!), 571247).'1
 He generated it following the prescription above choosing p = 773, q = 739 and
 3Fortunately an easy and very efficient algorithm to compute the greatest common divisor has been known since 300 13C. This truly 'classical' algorithm is described in Euclid's Moments. the oldest Greek treatise in mathematics to reach us in its entirety. Knuth (1981) provides an extensive discussion of various versions of Euclid's algorithm.
 4Needless to say, the number n in this example is too small to guarantee security, do not try this public key with Roger.
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 i 179. T h e private key d was obtained by solving 179 = 1 mod 772 x 738 lining the extended Euclidean algorithm which yields d = 515G27. Now if we want to send Roger encrypted "HELLO ROGER." we first use our digital alphabet I I O I I I Section I to obtain the plaintext which can be written as the following Hoquence of six digit numbers
 080512 121527 181507 051830. (5.7)
 Then we encipher each block P, by computing C t = P [ mod n; e.g. the first block P\ = 080512 will be enciphered as
 P,c mod n = 0805121 7 9 mod 571247 = 458467 = C,, (5.8)
 and the whole message is enciphered ¡is:
 458467 180137 323954 025252. (5.9)
 The cryptogram C composed of blocks C, can be send over to Roger. He can then decrypt each block using his private key d = 515627. e.g. the first; block is decrypted as
 458467 5 1 5 6 2 7 mod 571247 = 080512 = P , . (5.10)
 In order to recover plaintext P from cryptogram C, an outsider, who knows C,n, and e, would have to solve the congruence
 Pr mod n = C, (5.11)
 for example, in our c.ise,
 P / 7 9 mod 571247 = 458467, (5.12)
 which is hard, that is it is not known how to compute the solution efficiently when n is a large integer (say 200 decimal digits long or more). However, if we know the prime decomposition of n it is a piece of cake to figure out the private key d\ we simply follow the key generation procedure and solve t he congruence cd = 1 mod (/; - 1 )(q — 1). This can be done efficiently even when p and </ are very large. Thus, in principle, anybody who knows n can find d by factoring n, but factoring big 72 is a hard problem. What does "hard" mean ?
 6 F a s t a n d s l o w a l g o r i t h m s
 Difficulty of factoring grows rapidly with the size, i.e. number of digits, of a number we want to factor. To see this take a number n with / decimal digits (n « 10') and try to factor it by dividing it; by 2 , 3 , . . . , / » and checking the remainder. In the worst case you may need approximately \ / n = lO'^2 divisions to solve the problem—an exponential increase as a function of I. Now imagine a computer capable of performing 101 0 divisions per second. The computer can then factor any number n, using the trial division method, in about ^/n/ lO 1 0
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 seconds. Take a 100-digib number n, so that n w lO1 0 0 . The computer will factor tins number in about 1010 seconds, much longer than 1017 seconds the estimated age of the Universe!
 Skipping details of computational complexity I only mention that there is a rigorous way of defining what makes an algorithm fast (and efficient) or slow (and impractical) (see, for example Welsh 1988). For an algorithm to be con-sidered fast, t he time it takes to execute the algorithm must increase no faster than a polynomial function of the size of the input. Informally think about the input size as the total number of bits needed to specify the input to the prob-lem, for example, the number of bits needed to encode the number we want to fact.orise. If the best algorithm we know for a particular problem lias execution time (viewed as a function of the size of the input) bounded by a polynomial then we say that the problem belongs to class P. Problems outside class P are known as hard problems. Thus we say, for example, that, multiplication is in P whereas factorisation is apparently not in P and that is why it is a hard problem. We can also design non-deterministic algorithms which may sometimes produce incorrect solutions but have the property that the probability of error can be made arbitrarily small. For example, the algorithm may produce a candidate factor p of t he input n followed by a trial division to check whether p really is a factor or not. If the probability of error iu this algorithm is c and is independent of the size of n then by repeating the algorithm k times, we get an algorithm which will be successful with probability 1 — ek (i.e. having at least one success). This can be made arbitrarily close to 1 by choosing a fixed k sufficiently large.
 There is no known efficient classical algorithm for factoring even if we allow it to be probabilistic in the above senses. The fastest algorithms run in time roughly of order exp((log n ) 1 ' 3 ) and would need a couple of billion years to factor a 200-digit number. It is not known whether a fast classical algorithm for factorisation exists or not. none has yet been found.
 It seems that factoring big numbers will remain beyond the capabilities of any realistic computing devices and unless we come up with an efficient factoring algorithm the public key cryptosystems will remain secure. Or will they? As it turns out we know that this is not the case; the classical, purely mathematical, theory of computation is not complete simply because it does not describe all physically possible computations. In particular it does not describe computations which can be performed by quantum devices. Indeed, recent work in quantum computation shows that a quantum computer, at least in principle, can efficiently factor large integers (Shor 1994).
 7 Q u a n t u m c o m p u t e r s
 Quantum computers can compute faster because they can accept as the input not a single number but a coherent superposition of many different numbers and subsequently perform a computation (a sequence of unitary operations) on all of these numbers simultaneously. This can be viewed as a massive parallel computation, but instead of having many processors working in parallel we have
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 only ont; quantum processor performing a. computation that affects all numbers lu a superposition, i.e. all components of the input state vector.
 The exponential speed-up of quantum computers takes place at the very beginning of their computation. Qubits, i.e. physical systems which can be prepared in one of the two orthogonal states labelled as |0) and 11) or in a interposit ion of the two, can store superpositions of many 'classical' inputs. For example, the equally weighted superposition of |0) and | 1) can be prepared by Inking a qubit initially in state |0) and applying to it transformation II (also known as the Hadamard transform) which maps
 |0> —> - L ( | 0 ) + I l ) ) , (7.1)
 |1> — • - L ( | 0 ) - | 1 > ) . (7.2)
 If this transformation is applied to each qubit in a register composed of two qubits it will generate the superposition of four numbers
 10> 10> —> - L ( | 0 ) + | 1 » - ^ ( | 0 ) + | 1 ) ) (7.3)
 = i ( | 0 0 ) + | 0 l ) + |10) + | l l ) ) (7.4)
 where 00 can be viewed as binary for 0, 01 binary for 1, 10 binary for 2 and finally 11 as binary for 3. In general a quantum register composed of I qubits can be prepared in a superposition of 2l different numbers (inputs) with only I elementary operations. This can be written, in decimal rather than in binary notation, as
 2 ' - l
 x=0
 Thus / elementary operations generate exponentially many, that is 2' different inputs!
 The next task is to process all the inputs in parallel within the superposition by a sequence of unitary operations. Let us describe now how quantum comput-ers compute functions. For this we will need two quantum registers of length I and k. Consider a function
 f : { 0 , 1 , . . . 21 - 1} — • { 0 , l , . . . 2 f c - l } . (7.6)
 A classical computer computes / by evolving each labelled input, 0 , 1 , . . . , 2l — 1 into a respective labelled output, / ( 0 ) , / ( l ) , . . . , f(2l - 1). Quantum comput-ers, due to the unitary (and therefore reversible) nature of their evolution, com-pute functions in a slightly different way. In order to compute functions which are not one-to-one and to preserve the reversibility of computation, quantum computers have to keep the record of the input. Here is how it, is done. The
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 lirst, register is loaded with value x , i.e. it is prepared in s ta te | x), the second register may initially contain an arbitrary number y. T h e function evaluation is then determined by an appropriate unitary evolution of the two registers,
 I *>!?/) — | s ) | y + / ( * ) ) . (7.7)
 Here y + / ( x ) means addit ion modulo the maximum number of configurations of the second register, i.e. 2k in our case.
 T h e computat ion we are considering here is not only reversible but also quan-tum and we can do much more than computing values of / ( x ) one by one. We can prepare a superposit ion of all input values as a single s ta te and by running the computat ion Uj only once, we can compute all of the 2' values / ( 0 ) / ( 2 ' 1), (here and in the following we ignore the normalisation constants) ,
 £ I 4 i y > — I !/ + /> = £ I«) I» + / ( * ) > • (7.8) T=0 1=0
 It looks too good to be true so where is the catch? How much information * about / does the s ta te
 | / ) = | 0) I / (0 )> + 11) I / ( 1 ) ) + . . . + I 2' - 1) I / ( 2 ' - 1)) (7.9)
 really contain? Unfortunately no quantum measurement can extract all of the 2 values
 / ( 0 ) , / ( l ) , . . . , / ( 2 ' - 1) from | / ) . If we measure the two registers after the com-putation Uj we register one output | x ) | y + f(x)) for some value x . However, there are measurements that provide us with information about joint properties of all the output values / ( x ) , such ;us, for example, periodicity, wi thout provid-ing any information about particular values of / ( x ) . Let us illustrate this with a s imple example .
 Consider a Boolean function / which maps {0, 1} — > { 0 , 1 } . There are exact ly four functions of this type: two constant functions ( / ( 0 ) = / ( 1 ) = 0 and / ( ( ) ) = / ( I ) = 1) and two balanced functions ( / ( ( ) ) = 0 , / ( l ) = 1 and / ( 0 ) = 1 , / ( 1 ) = 0). Is it possible to compute function / only once and to find out. whether it. is constant or balanced, i.e. whether the binary numbers / ( 0 ) and / ( I ) are the same or different? N.B. we are not asking for particular values / ( ( ) ) and / ( 0 ) but for a global property of / .
 Classical intuition tells us that we have to evaluate both / ( 0 ) and / ( l ) . that is to compute / twice. This is not so. Quantum mechanics allows us to perform the trick with a single function evaluation. We s imply take two qubits, each qubit serves as a single qubit, register, prepare the first (pibit in s tate | 0) and the second in s tate 11) and compute
 10>11> —> (10) + | 1 » ( | 0 ) - | 1 > ) — »
 — I 0) (I / (0 )> - 11 + / ( 0 ) ) ) + 11) (I / ( I ) ) - I 1 + / < ! ) ) ) . (7.10)
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 We start, with transformation II applied both to the lir.st and the second qubit, lollowcd by the function evaluation. Mere 1 + / ( 0 ) denotes addition modulo 2 and dimply means taking the negation of / ( 0 ) . At this stage, depending on values /(()) and / ( 1 ) , we have one of the four possible states of the two qubits. We apply II again to the first and the second qubit and evolve the four states as follows
 The second qubit returns to its initial state 11) but the first, qubit contains the relevant information. We measure its bit value- if we register "0" the function is constant if we register "1" the function is balanced!
 This example, due to Richard Cleve, Artur Ekert. and Chiara Macchiavello (1990), is an improved version of the first quantum algorithm proposed by David Deutsch (1985) and communicated to the Royal Society by Roger Penrose. (The original Deutsch algorithm provides the correct answer with probability 50%.) Deutsch's paper laid the foundation for the new field of quantum computation. Since then quantum algorithms have been steadily improved and in 1994 Peter Shor came up with the efficient quantum factoring algorithm which, at least in theory, leads us directly to quantum crypt,analysis.
 8 Q u a n t u m c o d e - b r e a k i n g
 Shor's quantum factoring of an integer n is based on calculating the period of the function Fn(x) = ax mod n for a randomly selected integer a between 0 and 7i. It turns out that for increasing powers of a, the remainders form a repeating sequence with a period which we denote r. Once r is known the factors of n are obtained by calculating the greatest common divisor of n and <W2 ± 1.
 Suppose we want to factor 15 using this method. Let a — 11. For increasing x the function l l 1 mod 15 forms a repeating sequence 1 , 1 1 . 1 , 1 1 , 1 , 1 1 , The period is r : 2, and a'^'2 mod 15 - 11. Then we take the greatest common divisor of 10 and 15, and of 12 and 15 which gives us respectively 5 and 3, the two factors of 15. Classically calculating r is at least as difficult as trying to factor 7i; the execution time of calculations grows exponentially with the number of digits in 7i. Quantum computers can find r in time which grows only as a cubic function of the number of digits in n.
 To est imate t he period r we prepare two quantum registers; the first register, with I <iu bits, in the equally weighted superposition of all numbers it can contain, and the second register in state zero. Then we perform an arithmetical operation t hat takes advantage of quantum parallelism by computing the function Fn(x) for each number x in the superposition. The values of F„(x) are placed in the
 ( |0) + | 1 » ( | 0 ) - | 1 > )
 ( |0 ) + | 1 ) ) ( | 1 > - | 0 > )
 | 0 ) ( | 0 ) - | 1 » + | 1 > ( | 1 > - | 0 ) )
 | 0 > ( | 1 ) - | 0 » + | 1 ) ( | 0 ) - | 1 ) )
 — + | 0 ) | 1 ) ,
 — - 1 0 ) 1 1 ) ,
 - > + l l > l l > ,
 — • - l l > l l > .
 (7.11)
 (7.12)
 (7.13)
 (7.14)
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 second register so that after the computation the two registers become entangled:
 £ | x ) | ( ) ) _ | . r ) | F,,(*•)) • (8.1) X X
 Now we perform a measurement on the second register. We measure each qubit and obtain either "0" or "1". This measurement yields the value F„(k) (in binary notation) for some randomly selected k. The state of the first register right after the measurement, due to the periodicity of F„(x) , is a coherent superposition of all states | a;) such that x — k, k+r, k + 2r,..., i.e: all x for which F„(x) = Fn(k). The periodicity in the probability amplitudes in the first register cannot be simply measured because the offset, i.e. the value k, is randomly selected by the measurement. However the state of the first register can be, subsequently t ransformed via a unitary operation which effectively removes the offset and modifies the period in the probability amplitudes from r to a multiple of 21 / r . This operation is known as the quantum Fourier transform (QFT) and can be written as
 2 ' - l
 QFT S : | x) —» 2~1'2 £ exp(2irtac/2') | y). (8.2) y=°
 After Q F T the first register is ready for the final measurement which yields with high probability an integer which is the best whole approximation of a multiple of 2'/?•, i.e. x = k2'/r for some integer k. We know the measured value x and the size of the register / hence if k and r are coprime we can determine r by cancelling x/2l down to an irreducible fraction and taking its denominator. Since the probability that k and r are coprime is sufficiently large (greater than 1 / log 7- for large 7-) this gives an efficient randomized algorithm for determination of 7\ More detailed description of Shor's algorithm can be found in (Shor 1994) and in (Ekert and Jozsa 1996).
 Let me mention in passing that there exists a direct quantum attack on RSA which does not require factoring, but employs Shor's algorithm to determine the order of cryptogram modulo n (Mosca and Ekert 1997).
 An open question has been whether it would ever be practical to build physi-cal devices to perform such computations, or whether they would forever remain t heoretical curiosities. Quantum computers require a coherent, controlled evolu-tion for a period of time which is necessary to complete the computation. Many view this requirement as an insurmountable experimental problem, however, technological progress may prove them wrong (see review papers e.g. (DiVin-cenzo 1995; Ekert and Jozsa 1996; Lloyd 1993, 1995)). When the first quantum factoring devices are built the security of classical public key cryptosystems will vanish. But, as was pointed out by Roger Penrose, by the time we acquire desk top quantum computers we will probably be able to construct quantum public-key cryptosystems with security based on quantum rather than classical computational complexity. Meanwhile thumbs up for quantum cryptography.
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 FIG. 1. The Borromean rings consist of three 'entangled' rings with the prop-erty that if any one of them is removed, then all three separate. The name Borromean comes from the Italian Borromeo family who used them for their coat of arms. Odin's triangle was found in picture-stones on Gotland, an island in the Baltic sea off the southeast co;ust of Sweden. These are dated around the ninth century and are thought to tell tales from the Norse myths. To the Norse people of Scandinavia the interlocked triangles are known as "Odin's triangle" of the "Walknot" (or "valknut"—the knot of the slain). The symbol was also carved on the bedposts used in their burials at sea (sec, for example, http: / /sue.csc .uvic .ca/ cos/venn/borromean.html).
 9 C o n c l u d i n g r e m a r k s
 In the last decade quantum entanglement became a sought-after physical re-source which allows us to perform qualitatively new types of data processing. Here 1 have described the role of entanglement in connection with data security and have skipped many other fascinating applications such as quantum tele-portation (Bennett et al. 1993), quantum dense coding (Bennett and Wiesner 1992), entanglement swapping (Zukowski et al. 1993), quantum error correc-tion (Shor 1995; Steane 1996; Ekert and Macchiavello 1996; Calderbank and Shor 1996; Bennett et. al. 1996b), fault tolerant quantum computing (Shor 1996; DiVincenzo and Shor 1996) and only mentioned in passing entanglement purifi-cation (Bennett et al. 1996a) and quantum privacy amplification (Deutsch et al. 1996). There is much more to say about some peculiar features of two- and many-particle entanglement and there is even an interesting geometry behind it. such as, for example, the 'magic dedocahedra' (Penrose 1994). Even the 'sim-plest' three-particle entangled states, the celebrated GHZ states of three qubits (Greenberger et al. 1989) such as 1000) ± | 111), have interesting properties; the three particles are all together entangled but none of the two qubits in t he triplet
 http://sue.csc.uvic.ca/
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 are entangled. That. is. the pure GIIZ state of three particles is entangled ¡us a whole but t he reduced density operator of any of the pairs is separable. This is very reminiscent of some geometric constructions such ¡us "Odin's triangle" or "Borromean rings" (Aravind 1997) shown in Fig. 1. This and many other interesting properties of multi-particle entanglement have been recently studied by Sandu Popescu (1997) and (in a disguised form as quantum error correction) by Rob Calderbank, Eric Rains, Peter Shor, and Neil Sloane (1996). Despite re-markable progress in this field it seems to me that we still know very little about the nature of quantum entanglement; we can hardly agree on how to classify, quantify and measure it (but c.f. Horodecki 1997; Vedral et al. 1997). Clearly we should be prepared for even more surprises both in understanding and in utilisation of this precious quantum resource.
 In this quest to understand the quantum theory better and better Roger Penrose has played a very prominent role, defending both common sense and the realist's view of the quantum world. 1 would like to thank him for this and for many fascinating discussions about the quantum-mechanical Z and X-mysteries which so often became 'entangled' with the nature of computation and helped me to understand things better.
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13 Penrose Tilings and Quasicrystals Revisited
 Paul J. Steinhardt Department of Physics and Astronomy
 University of Pennsylvania Philadelphia, PA 19104 USA
 Abstract Roger Penrose's ingenious invention of five-fold symmetric, non-periodic
 tilings has inspired the proposal of a new form of solid, known as a qua-sicrystal. Quasicrystals are solids with quasiperiodic atomic structures and symmetries forbidden to ordinary, periodic crystals, e.g., three-dimensional icosahedral symmetry. Here we discuss some new properties of Penrose tilings uncovered in recent months which suggest a new, simple picture of the structure of quasicrystals and shed new light 011 why they form.
 1 I n t r o d u c t i o n
 For the most part, this volume celebrates theoretical issues which Roger Penrose has actively pursued and led for many years. This paper, however, represents an example of his 'inadvertent influence,' a byproduct of one of his creative avocations — a true sign of the breadth of his genius. In 1974, Penrose discovered a set of tiles plus matching rules which constrain how they may match edge-to-edge such that the only space-filling tiling is non-periodic (Penrose 1974). Ten years later, the Penrose tiling inspired the proposal of a new phase of solid matter, known as the quasicrystal (Levine and Steinhardt 1984). As it turns out, the occasion is a timely moment to revisit the subject of Penrose tilings and quasicrystals. A burst of progress is underway that is forcing us to reconsider our intuition about Penrose tilings and that may have a lasting impact 011 the study of quasicrystals.
 Quasicrystals gained world-wide attention when, for t he first time, a mate-rial was found whose atomic structure has icosahedral symmetry (Shechtman et al. 1984), a symmetry strictly forbidden by the mathematical laws of crystal-lography established over 150 years ago. It is possible to violate the conven-tional laws of crystallography if the atoms or atomic clusters are arranged in a three-dimensional, quasiperiodic pattern analogous to a Penrose tiling (Levine and Steinhardt 1984; Levine and Steinhardt 1986). Quasiperiodic means that the structure can be expressed in terms of functions which repeat with incom-mensurate frequencies. For example, the frequency of fat rhombi divided by the frequency of thin rhombi that repeat in a Penrose tiling along any given
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 direction is ¡111 irrational number, inexpressible as the ratio of integers. It is precisely because t.liey are quasiperiodic that quasicrystals can violate Bravais' mathematical laws of crystal symmetry developed 150 years ago, which presume periodicity. All previously forbidden symmetries are allowed for quasicrystals. In addition to five-fold symmetry, eight- and twelve-fold symmetry axes have all been observed in different materials since 1984. Some quasicrystals consist of pe-riodically stacked layers in which atoms are packed quasiperiodically within each layer in one of the forbidden symmetry patterns. Others are quasiperiodic in all three dimensions and exhibit five-fold axes arranged with icosahedral symmetry, the symmetry of a soccer ball or geodesic dome.
 Just its periodic tilings are a powerful tool for visualizing the structure and properties of crystals, the Penrose t iling has been influential in developing intu-ition about quasicrystals. Levine and I had the Penrose tiling in mind when we first hypothesized the possibility of quasicrystals as a new phase of solid matter (Levine and Steinhardt 1984). The tiling is composed of two tiles, fat and thin rhombi, which repeat with incommensurate frequency. As a result, the ratio of fat and thin tiles is an irrational number, r = (1 + %/5)/2, the golden mean so beloved by the Greeks. To force the t iles to make a quasiperiodic tiling, one must introduce matching rules for how any pair of tiles can join edge-to-edge. A three-dimensional analogue was constructed (a similar three-dimensional construction had been made independently by R. Ammann), which led to the conjecture of quasicrystal solids in which each tile is replaced by a cluster of atoms. When the electron diffraction pattern for a quasicrystal was computed theoretically, it agreed qualitatively with the pattern measured for the aluminum-manganese alloy.
 For an elementary introduction to quasicrystals and quasiperiodic patterns, including models of the three-dimensional icosahedral structure and colourful im-ages that could not be reproduced in this volume sex: Steinhardt (198G). A recent popular review of experimental progress in the field can be found in Goldman at at. (199G).
 In spite of these initial successes, the Penrose tiling picture has been con-troversial. At; first, the concerns were motivated by experiments which revealed small discrepancies from the Penrose tiling picture. The Penrose tiling model pre-dicts a diffraction pattern consisting of precise, point-like Bragg peaks, just as for ideal crystals, except arranged with forbidden symmetry. Aluminum-manganese, and other quasicrystal alloys discovered in the early years of the field, had sharp, but not perfectly sharp diffraction peaks, that were arranged very close to, but not quite perfectly at five-fold symmetric positions. One logical possibility is that the Penrose tiling picture is correct, but the samples are imperfect, just as diamonds contain flaws that disrupt their perfect crystal structure.
 But, another possibility is that the Penrose structure is physically impossible to achieve, as some conjectured. It was well-known that, even using Penrose matching rules, it is impossible to construct a perfect Penrose tiling without trial and error. Adding tiles to a growing cluster according to the matching rules does
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 hot guarantee success. Often, once every ten tiles or so, a conflict arises between tiles added randomly (but according to matching rules) at different parts of the tiling. To form a perfect tiling, one must remove some tiles and start again, for a large number of atoms, the trial-and-error process seems impossibly slow. Alternative models proposing a disordered, metastable atomic structure were developed (Henley 1991).
 In the late 1980s, two surprising developments, one theoretical and one exper-imental, began to reverse opinion. On the theoretical side, Onoda et al. (1988) showed that, contrary to common experience with Penrose matching rules, it is possible to find a set of local rules such that a perfect Penrose tiling can be constructed using only local decisions at each step. The key difference between the new rules and the original Penrose matching rules is that the new rules take into account all the tiles around a vertex, whereas the Penrose matching rules only depend on neighbours matching along each edge. This small difference turns out to make an enormous, qualitative difference in constructing perfect Penrose tiling. Local decisions about which tile to attach based on a vertex can produce perfect tilings of arbitrary size without trial-and-error. This theoretical discovery reinvigorated the search for better quasicrystal materials.
 Within a few months, new quasicrystalline materials were found in which the quasiperiodic order is as perfect as the periodic order found in the best crystal alloys (Bancel 1991; Goldman el al. 1996). The peaks are so sharp that the most powerful synchrotron x-rays are unable to resolve a finite width. The peaks lie right at five-fold symmetry positions. Coherent multiple-scattering is observed ;is electrons pass through the lattice, which only occurs when there is negligible disorder. And, furthermore, some of the new quasicrystals are thermodynami-cally stable.
 In spite of these successes, some skepticism concerning the Penrose tiling picture has remained. There is no firm argument so much as an intuition: an intuition that the requirements for a Penrose-tiling structure are too complex compared to the requirements for crystals (Henley 1991). The Penrose tiling picture suggests that the atoms must organize into two distinct clusters which act as the building blocks of the quasicrystalline structure, whereas crystals require only a single building block. T h e condition for crystals seems intuitively simple: it is easy to imagine a single building block arising as a low-energy atomic cluster of the given elements. For quasicrystals, the energetics must be delicately balanced to allow two distinct clusters to intermix with a specific ratio of densities. Furthermore, the atomic interactions must restrict clusters so that t.hey join only according to the matching rules.
 In the remainder of this paper, two recently discovered approaches for con-structing Penrose tilings are discussed which address the criticisms of the Penrose-tiling model of quasicrystals:
 • A simple proof (from Steinhardt and Jeong 1996) of the claim (Gummelt 1996) that, a quasiperiodic tiling can be forced using only a single type of tile (plus matching rule).
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 • An independent result that matching rules can be discarded altogether (Steinhardt and Jeong 199G). Instead, maximizing the density of a chosen cluster of tiles suffices.
 T h e results are surprising from a mathematical standpoint and suggest a new explanation of why quasicrystals form. This may enable the prediction of new quasicrystal materials, which may have practical significance since their unique symmetries result in distinctive elastic, structural, and electronic properties. Per-haps with a better understanding of why quasicrystals form, materials scientists can design quasicrystals with optimal properties.
 2 N e w a p p r o a c h t o P e n r o s e t i l i n g : s i n g l e t i l e / m a t c l i i n g
 r u l e
 The first new result is that a quasiperiodic tiling can be forced using a single type of tile combined with a matching rule; see Fig. 1. The tiling is uncon-ventional (perhaps a better term is a 'covering') since the decagon tiles are permitted to overlap, but only in certain discrete ways, A- or B-t,ypo. As an analogy to a real atomic structure, the overlaps should be construed as the shar-ing of atoms between neighbouring clusters, rather than interpénétration of two complete clusters. Realistic atomic models of known quasicrystals are known to incorporate clusters whose geometry enables sharing of atoms without distortion of the cluster shape (Henley 1991; Burkov 1992; Stourer et al. 1993; Aragon cl al. 1991).
 The decagon construction was originally proposed by Gumrnelt (1996), who presented an elaborate proof. Jeong and I have found a very simple, alternative proof outlined below which makes clear the relation to Penrose tilings and leads us to a second, novel scheme (Steinhardt and Jeong 1996).
 The proof is based on inscribing each decagon with a fat Penrose rhombus tile, as illustrated in Fig. 1(c). The original Penrose tiling is constructed from fat and skinny rhombi with marked edges such that, two edges may join only if the type and direction of arrows match (Penrose 1974; Steinhardt 1986). Gummelt showed that, in a perfect decagon tiling, there are exactly nine ways a decagon can be surrounded by neighbours which have A or B overlaps with it. (Gummelt 1996). T h e allowed configurations of overlapping decagons may be mapped into configurations of inscribed rhombi. For any two overlapping decagons, the in-scribed rhombi share at least one vertex and sometimes share an edge. Where the rhombi join at. a vertex only, there is an open angle formed by the edges which are the location and shape where skinny rhombi can be fitted according to the Penrose matching rules. Seven of the nine decagon configurations correspond to completely surrounding a fat, tile by neighbouring tiles. In the other two cases, one rhombus vertex is incompletely surrounded; but, there are only two allowed ways of adding overlapping decagons so that the inscribed rhombi complete the vertex. Counting all of these, the decagon overlap rules map into eleven ways of completely surrounding a central fat tile with fat, and skinny tiles, precisely the
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 (d) F i c . 1. A quasiperiodic tiling can be forced using a single tile, the marked
 decagons shown in (a). Matching rules demand that two decagons may over-lap only if shaded regions overlap and the overlap area is greater than or equal to the hexagonal overlap region in A. This permits two possible types of overlap between neighbours: either small (.4-t.ypo) or large (73-tvpe), as shown in (b). If each decagon is inscribed with a fat rhombus, as shown in (c), a tiling of overlapping decagons (d, left) can be transformed into a Penrose tiling (d, right), where space for the skinny rhombi is incorporated.
 number and types allowed by the Penrose arrow rules. Restricting the surround-ings of every fat t ile to these eleven types is equivalent to enforcing the Penrose arrow rules for fat and skinny tiles; and, thus, the proof is completed.
 An important corollary is that the two-tile Penrose tiling can be reinter-preted in terms of a single, repeating motif, suggesting a similar interpretation
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 FIG. 2. The cluster C consists of 5 fat and 2 skinny rhombi with two side hexagons composed of 2 fat and I skinny rhombus each. There are two possible configurations for filling each side hexagon; the two possibilities are shown with dashed lines on either side in (a). Under deflation, each C-cluster can be replaced by a single 'deflated' fat rhombus, as shown in (b). There is a configuration of nine C-clusters shown in (c) (thin lines) which, under deflation, form a scaled-up C configuration (medium lines), called a DC-cluster. Under double-deflation, each DC-cluster is replaced by 'doubly-deflated' fat rhombus (thick lines).
 for quasicrystals. From the point-of-view of tiling theory, this may appear to be a minor advance; but it could be an enormous simplification for the study of quasicrystals. Instead of having to simultaneously determine the decoration of two distinct tiles, we have shown that if, is sufficient to identify the atomic decoration of a single cluster. Furthermore, identifying the cluster is aided by the constraint that neighbouring clusters can share atoms without significant bond distortion. Reducing the problem to the decoration of a single unit, may greatly improve atomic models of quasicrystals.
 3 N e w a p p r o a c h t o P e n r o s e t i l i n g : m a x i m i z i n g c l u s t e r
 d e n s i t y
 The second surprise is that matching rules can be avoided (Steinhardt and Jeong 1996). Instead, a perfect Penrose tiling can arise simply by maximizing the den-sity of some chosen tile-cluster, C. Imagine all possible t ilings constructed from fat and skinny rhombi with no matching rules. These include quasiperiodic, pe-riodic, and random tilings. Then, the claim is that, the Penrose tiling uniquely has the maximum density of C-clusters. (Two tilings are considered equivalent if they differ by patches whose density has zero measure.) The physical ana-logue is that C represents some low-energy, microscopic cluster of atoms and that minimizing the energy naturally maximizes the cluster density and forces quasiperiodicity
 For the proof, we choose the cluster C shown in Fig. 2, although an infinite number of variations are possible. This choice is motivated by the fact that the
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 C-clusters in a Penrose t iling and the decagons in a decagon tiling are in one-to-one; correspondence. Alt hough they have different shapes, their key similarity is t hat two neighbouring C-clusters can share tiles in two ways isomorphic to the .1- and /^-overlaps of decagons. (The hexagon sidewings in Fig. 2 are introduced to prevent other kinds of overlaps.) Hence, we know the Penrose tiling has the unique property that every C-cluster has an A- or /3-overIap with its neighbours. However, this does not. prove that it. has the maximum pc, defined as the number of C'-clusters per unit area in units where a skinny rhombus has area equal to unity.
 Our formal proof uses the concept of 'deflation'. 'Deflation' corresponds to replacing each complete C-cluster by a larger, 'deflated' fat rhombus (see Fig. 2). T h e deflated rhombus has r times the sidelength and r 2 times the area of the original, where r = (1 + \ / 5 ) / 2 is the golden ratio. Because Penrose tilings are self-similar (Penrose 1974), the density of deflated fat rhombi equals t~2 t imes the density of original fat. rhombi which equals the density of C-clusters: p®. = l / ( 3 r + 1). The deflation operation can be repeated: identify all configurations of deflated rhombi which form a scaled-up version of the C-cluster (we call this configuration a DC-cluster) and replace each with a yet-larger fat tile (see Fig. 2). Due to self-similarity, poc ' Pc/T~ f° r a Penrose tiling. For non-Penrose tilings, deflation corresponds to the same replacement wherever nine fat rhombi form a complete C-cluster, but t he deflated tiling is not necessarily similar to the original and may include voids. Our proof is by contradiction: If a tiling existed with p c > l / ( 3 r + 1), then deflating it. repeatedly increases the density without bound — an impossibility.
 Because the C-clusters can overlap, a reliable scheme for assigning, or at least bounding, the area occupied by a given C-cluster is needed. A useful trick is to decorate each C-cluster as shown in Fig. 3. The kite-shaped region, which has area 3r + 2, will be called the 'core-area' of the C-cluster. Although C-clusters can overlap to some degree, the only possibilities for close overlap are ^-overlaps, in which the core-areas meet along an edge; or /^-overlaps, in which there is a specific overlap of core-areas (Fig. 3). In a Penrose tiling, these core-areas fill the entire plane without holes. If the core-area of a C-cluster is not overlapped by any neighbouring core-areas, it can be assigned the entire core-area (at least that); for these cases, the C-clusters occupy area > 3 t + 2. so they decrease the density relative to the Penrose value p c = l / ( 3 r + 1). Two C-clusters with B-overlaps are assigned area less than 3r + 1 due to the overlapped core-areas. Hence, we reach an important conclusion: /^-overlaps are the only mechanism for exceeding Penrose density.
 To exceed the Penrose density, a tiling must have a greater density of 13-overlaps than Penrose tiling. However, this condition is not sufficient. In Penrose tiling, every D-overlap of two C-clusters is surrounded by a DC-cluster (see Figs. 2 and 3). In a non-Penrose tiling, a fraction of B-overlaps may not be part of a DC-cluster (i.e., one or more of the seven other C-clusters that compose a D C -cluster is not. present). In these cases, it is straightforward to show by explicit
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 (a) (b) (C)
 FIG. 3. Associated with eaeli C-cluster is core-area (with area 3R + 2) consisting of a kite-shaped region, as shaded in (a). In a Penrose tiling, core-areas of neighbouring tiles either join edge-to-edge (/l-overlap) or overlap by a fixed amount (B-overlap), as shown with dark shading in (b). Fig. (c) is a DC-cluster which illustrates the core-areas of the nine C-clusters which compose it. An isolated DC-cluster contains one B-ovcrlap (see dark shading) and the rest A-overlaps.
 constructions that one can always identify an area attached to the associated ZJ-overlap which does not belong to the core-area of any C-cluster and is not associated with any other Z?-overlap (Joong and Steinhardt 1996). This 'extra', unassigned area occupies at least as much area as saved by the Z?-overlap. Hence, a ¿^-overlap which is not part of a DC-cluster does not contribute to increasing the density of C-clusters above the Penrose value.
 Suppose there were a tiling with a density of C-clusters greater than the Penrose value. Then, we have just shown that it must have a higher density of DC-clusters than in a Penrose tiling, Iloc > T ~ , where Roc | s the number of DC-clusters divided by the number of C-clusters. Under deflation and rescaling the area by r 2 , each DC-cluster becomes a C-cluster of the deflated tiling whose density is r 2 R o c p c - Since Roc > r _ 2 i the deflated tiling has a density of C-clusters that is strictly greater than the original f iling. Repeating the deflation ad infinitum would lead to an impossible tiling with an unbounded density of C-clusters.
 A corollary is that, if the C-cluster density equals the Penrose value, then Roc = T (the Penrose tiling value) and the C-cluster density in the deflated tiling must equal the Penrose value. This is useful in proving that the Penrose tiling is the uniqxic tiling with pc = l / ( 3 r + l ) . Suppose there were a non-Penrose tiling with the same density. We have argued that the only local configurations which can increase the density above the Penrose value are DC-clusters, and that the increase in density is due to the /^-overlap of core-areas, which is the same for each DC cluster. The corollary says that the hypothetical tiling has the same density of DC-clusters and, hence, the same density of /^-overlaps surrounded by DC-clusters as Penrose tiling. However, by definition, the non-Penrose tiling
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 must also have patches with non-zero area measure which violate the Penrose matching rules, and so cannot belong to the core-area of any C-cluster. Since the DC-cluster density is the same but there are these patches, it would appear that the average area per C-cluster must be less than the Penrose density. The only conceivable exception would be if there happen to be additional D-overlaps which do not belong to DC-clusters whose overlap area exactly compensates the area of the patches. Even this possibility can be eliminated because the corollary states that R p c ' 1 / r 2 , which means that the density of C-clusters remains unchanged under deflation and rescaling. Yet, the patches grow: a patch excluded from a C-cluster must also be excluded from a DC-cluster, but, also, some C-clusters that border the patches cannot be part of a DC-cluster and add to the patch area (Jeong and Steinhardt 1996). Since the number of C-clusters remains fixed but the patches grow, the C-cluster density in the deflated tiling must be less than the Penrose value. This contradicts the corollary; hence, uniqueness is established.
 This discussion is only a brief summary of the complete proof (Jeong and Steinhardt 1996), which introduces many new aspects of Penrose tilings which experts may wish to pursue. The full proof shows how the Penrose tiling has the maximum density of C-clusters, which means that it minimizes a Hamiltonian which assigns low energy to all C-clusters. In Jeong and Steinhardt (1996), we go on to show a further new result that the Penrose tiling is the ground state of a spectrum of other Hamiltonians, including ones which assign different energies to C-clusters depending on their local environment. Hence, the Penrose tiling configuration is the ground state for a robust range of Hamiltonians. Contrary to some claims, fine-tuning of interactions is not required.
 4 I m p l i c a t i o n s
 The two new approaches to Penrose tiling, a single tile type and maximizing cluster density, can be combined. Together, they suggest a new view of the structure of quasicrystals and why they form.
 The atomic structure can be reinterpreted in terms of a single repeating cluster, rather than two different clusters. This simplifies atomic modelling since atomic decoration of only the single cluster need be considered. The modelling is further constrained since the cluster must be capable of sharing atoms in certain discrete ways with neighbours.
 The results also suggest physically plausible conditions that can lead to qua-sicrystal formation, shedding new light on an old mystery. They imply that quasicrystals can be understood by considering the energetics of microscopic clusters and that cluster overlap is an important structural element, establishing an earlier conjecture. T h e simplest energetics would be assigning negative en-ergy t,o the clusters and zero energy to all other local configurations, since this is sufficient to cause the minimum free energy state to be the maximum cluster density state. However, it is important that the energetics bo robust.. Some experiments with other energetics assignments suggest that there is a continuum
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FIG. 4. A fragment of Penrose tiling in which the overlapping C-clusters are indicated with different shading in the central portion. The figure illustrates the very high C'-cluster density (shown in our proof to be the maximal possible density).
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 of possibilities which lead to the same Penrose ground state, but this needs to be studied further.
 All of these concepts can be tested using the atom clusters of known qu as ¡crys-tals. Our two-dimensional tiling results can most readily be applied to decagonal quasicrystals which have periodically-spaced layers with Penrose tiling structure. The extension to three-dimensional, icosahedral symmetry is a future challenge, although past experience suggests that two-dimensional properties can be ex-tended to three-dimensions. If these principles can be established, they may enable the reliable prediction of new quasicrystals.
 As an example of the application of symmetry principles, the subject of qua-sicrystals is still in a primitive stage. The Bravais classification of crystal point symmetries, as well as space groups, has been achieved. But, the key confusions about the structure and formation of quasicrystals, as described in this paper, go beyond symmetry classification. Here, our concept of quasicrystals has been heavily influenced by experience with Penrose tilings and Penrose matching rules. Based on the original rules, it appeared that two or more repeating units, rigid matching rules and non-local growth rules were required to build the structure. All of these have been shown to be unnecessary, but only by further imagina-tive tiling constructions. Even so, it, is uncertain, without more constructions, whether the results generalize to other symmetries and other dimensions.
 What is missing are powerful mathematical techniques analogous to the group theoretic methods applied to the structure periodic crystals 150 years ago. Our ultimate challenge is to understand how the new results shown in this paper arise directly from quasiperiodicity and crystallographically forbidden symme-tries. This demanding problem is Roger Penrose's inadvertent legacy to the world of solid state physics.
 A c k n o w l e d g e m e n t s I thank my collaborator, Hyeong-Clmi Jeong, for his con-tribution to the work described herein. I also thank the organizers for the op-portunity to participate in the celebration honouring Roger Penrose. Finally, I want to express my appreciation to Roger Penrose for his inspiring creativity and humanity. This work was supported in part by DOE at Penn (DOE-EY-76-C-02-3071).
 B i b l i o g r a p h y
 Aragon, J. L., Romeu, D., and Gomez, A. (1991). Phys. Rev., B 4 4 , 584-92.
 Bancel, P. (1991), In: Quasicrystals, the state of art, eds. D. P. DiVincenzo
 and P. J. Steinhardt, 429-524. World Scientific, Singapore.
 Burkov, S. (1992). J. Phys., 2, 695 706; Phys. Rev. Lett., 67 , 614-17.
 Goldman, A. et al. (1996). Am. Sci., 84 , 230-41.
 Gummelt , P. (1996). Gcomctriue Dedicata, 62 . 1-17.
 Henley, C. L. (1991). In: Quasicrystals, the slate of art, eds. D. P. DiVincenzo and P. J. Steinhardt, 17 56. World Scientific, Singapore.

Page 242
                        
                        

/'. J. Steinhardt
 Jeong, H.-C. and Steinlmrdt, P. J. (1994). Phys. Rev. Lett., 73 , 1943-6. Jeong, H.-C. and Steinhardt, P. J. (1996). Phys. Rev., 13, to appear. Levine, D. and Steinhardt, P. J. (1984). Phys. Rev. Lett., 53 , 2477-80. Levine, D. and Steinhardt, P. J. (1986). Phys. Rev., B 3 4 , 596-9. Onoda, G., Steinhardt, P. J., DiVincenzo, D., and Socolar, .J. (1988). Phys. Rev. Lett., 60 , 2653-6.
 Penrose, R. (1974). Bull. Inst. Math, and Its Appl., 10 , 266-9. Shechtman, D., Blech, I., Gratias, D., and Calm, J. W. (1984). Phys. Rev. Lett., 53, 1951-4. Steinhardt, P. J. (1986). .4m. Sci., 74, 586 -97. Steinhardt. P. J. and Jeong, H. C. (1996). Nature 3 8 2 , 433-5. Steurer, W., Haibach, T., Zhang, B., Kek, S., and Luck, R. (1993). Acta Cryst., B 4 9 , 661-75.

Page 243
                        
                        

14 Decaying Neutrinos and the Geometry of the
 Universe
 D. W. Sciama SISSA and ICTP, Trieste
 Department of Physics. Oxford University
 I I n t r o d u c t i o n
 It is a great, privilege and also a great pleasure to be invited to speak at this cele-bration of Roger Penrose's G5th birthday. We first met about 45 years ago when, as a research student at Cambridge, 1 shared an office with several colleagues, one of whom was Oliver Penrose, Roger's older brother, and now a distinguished authority in statistical mechanics. My own first research interest was also in sta-tistical mechanics, but when I changed to relativity and cosmology in the middle of my Ph .D studies, Oliver told me that I should meet his brother "who thinks geometrically".
 When we did meet, we soon became close friends, and I found Roger's global way of thinking of tremendous value to me. At that time, and also over the years since, I have learnt so much from him. I am grateful for this opportunity to be able to thank him publicly for the warmth of his friendship and for the influence on me of his very special insights into the subtle relations between physics and geometry.
 In thinking over what to talk about on this occasion it occurred to me that it might be appropriate to describe how the geometry of the universe is constrained by my theory that, decaying dark matter neutrinos are mainly responsible for the widespread ionisation of our Galaxy (Sciama 1990, 1993). This theory is still highly speculative, but at the end of my talk I will announce a recent, still unpublished, observational result, which strongly supports it (Bland Hawthorn, Carignan and Veilleux 199G).
 As you all know, the geometry of the universe is related to the still unanswered question: will the universe expand forever, or is its expansion destined to be halted by self-gravitation, then to be converted to collapse into a big crunch? If the universe just expands forever its future large-scale behaviour is described by the well-known Einstein de Sitter model in which the 3-space orthogonal to the world-lines of substratum particles has zero curvature. If in addition the cosmological constant A is zero the density associated with this model has the
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 critical value pc given l>y
 -jC,pc = H\
 where H is the Hubble constant, which determines the expansion rate of the
 universe. Despite important recent observations made with the Hubble Space Tele-
 scope, the present value // ( ) of II is still rather uncertain it probably lies be-tween 50 and 100 k m s - l M p c - 1 . In a few years its value may be known with a precision of about 10 per cent. Already there arc signs that its value might be towards the lower end of this range. A related observational parameter is the present age <o of the universe since the big bang. In the Einstein cle Sitter model
 Unfortunately, the value of to >s also rather uncertain. A recent detailed sta-tistical study of the errors involved in its determination suggests a minimum acceptable value of 12 x 10'' years (Chaboyer et al. 199G).
 If we combine these results we see that, a viable possibility is to have A = 0, p = pc, t0 = 12 x 10° years and IIq = 5 5 k m s - 1 M p c ~ . A number of at tempts have been made to determine p observátionally using some form of virial theorem, but again with uncertain results. The value of p = pc does lie in the permitted range, and many cosmologists hope that this is the actual value because of their preference for a flat. 3-space. However, this preference would require the introduction of a dominating amount of non-baryonic dark matter in the universe, since the total baryonic contribution to p is known to be only a few per cent of pc (from arguments involving the big bang nucleosynthesis of the light elements, D, He3 , He and Li'). There are various possibilities for the identity of this non-baryonic dark matter. In this talk we shall assume that it consists of neutrinos of non-zero rest-mass, pair-created in the hot big bang and surviving to the present day.
 There is also a need to introduce dark matter into individual galaxies, like our own Milky Way, in order to account for their rotation curves, which in many cases remain flat far beyond the region containing most of the stars. In these galaxies the dark matter could be either baryonic or non-baryonic. We shall again assume in this talk that most of the dark matter in galaxies like our own consists of neutrinos with a non-zero rest-mass.
 2 R e l i c n e u t r i n o s a s d a r k m a t t e r
 It is now established experimentally that there are three different, types of neu-trino, the electron-type i/,., the muon type f / t , and the tau type vT. Each type i/, is pair-produced in the hot big bang via the weak interaction
 Ui +T7~, <-> c~ -f e + .
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 In the very early universe u, rapidly came into thermal equilibrium with I he prevailing heat bath, but decoupled from it when the temperature dropped to about 1 Mev. A standard calculation shows that in recent times the mean number density n„t of v, is given by
 3 nv< = YJ«7
 where n-t is the number density of photons in the heat bath (corresponding today to the cosmic microwave background). According to the most recent observations made by the C O B E satellite, the present temperature To of this heat bath is
 To = 2.728 ± 0.004 K.
 Hence n 7 = 412 ± 2 cm 3
 and nUi = 112.4 ± 0 . 5 cm 3 .
 It follows that, if i'i is now moving non-relativistically,
 m , = ( 9 3 . 2 ± 0 . 4 K , / t 2 e V )
 Pc
 where / /„ = 100 h k m s - 1 M p c - 1 .
 We now consider the possible values of m V t . We first emphasise that may still turn out to be zero. The present laboratory upper limits arc
 m„, < 10 - 15eV
 7tt„(i < 170 keV
 m„T < 24 MeV.
 The large uncertainty in the upper limit on mt,r (which is based on obser-vations of the end point of the beta decay spectrum of tritium) arises because a formal solution for mz„r gives a negative value, indicating that there is a sig-nificant unidentified contribution to the systematic uncertainty. There is also an upper limit on m„r derived from the observed arrival times of u, from the supernova 1987A, which is about 15eV.
 We note that, if h < 1, and p ~ pc, then
 m„, < 93 eV.
 The most favoured (but not the only) particle physics models which determine m t i lead to
 m „ r » 7 ; i , / ( i » m „ r .
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 For simplicity, we shall assume these inequalities in what follows. We now recall our favoured set. of parameters A --- 0, p pc, /<> 12- 13 x 10''
 years and It — 0.55 0.50. Then if pt, is only a few per cent of pe and t he dark matter is due to neutrinos we must have
 This choice would thus determine m„r with a precision of ~ 10 per cent. We have now reached the starting-point of this talk, which aims to explain
 how the decaying neutrino theory constrains mV r with a precision of about 1 /2 per cent. This argument is quite independent of the above considerations, but does lead to a result lying within the range 2 5 ± 3 c V . Thus the decaying neutrino theory would constrain the geometry of the universe.
 3 D e c a y i n g n e u t r i n o s a n d t h e i o n i s a t i o n o f t h e u n i v e r s e
 If m„, < tn„r, particle physicists tell us to expect the radiative decay
 Conservation of energy and momentum in the decay then imply that
 where Ey is the energy of the decay photon in the rest frame of the decaying uT
 and c = 1. Note that E-, is a line, which is very helpful in deriving stringent consequences from our assumptions. Moreover, if m e , ; i <K mV r we have the simple result
 This result is obvious, since uT is breaking up into two particles of negligible rest mass.
 We now require the decay photon to be able to ionise hydrogen, so that
 E y > 13.6eV,
 The reason for making this hypothesis is that the hydrogen in the interstellar medium of our Galaxy is found to be partially ionised even in regions protected from the radiation of hot stars by opaque clouds, containing neutral hydrogen. Since dark matter neutrinos would pervade the Galaxy this opacity would no longer be a problem. In fact in an opaque region every decay photon would ionise a nearby hydrogen atom which would then recombine and we would have the simple ionisation equilibrium
 m„r ~ 25 ± 3eV.
 and so m„, > 27.2 eV.
 r
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 where n„ is the local number density of neutrinos, r is their decay lifetime, a is the recombination coefficient and n r is the number density of electrons and protons in the region concerned. Thus n c would be independent of the density of neutral hydrogen and so of the opacity.
 For this mechanism to work we need r to have an appropriate value. In principle this value should he provided by particle physics, but as yet. the correct particle physics model is not known. If we combine the observed value of n r with the rotation curve of the Galaxy and our eventual value of m„r (to determine n„T) we find that we require
 r ~ 2 x 10 2 3 sec .
 This is about a million times longer than the age of the universe, so most relic neutrinos would not yet have decayed.
 So far our hypothesis has provided us with only a lower limit for m„ r . We now derive an upper limit by considering the intergalactic hydrogen-ionising flux due to the cosmological distribution of neutrinos. This flux is not yet well-measured, but an upper limit to it can be derived from the observed upper limit on the recombination radiation emitted by an opaque neutral hydrogen cloud immersed in this ionising radiation. In particular one searches for the I f a recombination line. If the flux in this line from the cloud could be measured, one could infer the flux of ionising photons incident 011 the cloud. We shall return to this method at the end of this talk, when we describe the new result which supports our theory. For the moment we have only an upper limit for the H„ flux from a particular intergalactic neutral hydrogen cloud (1225+01) (Vogel et at. 1995) which leads to the following upper limit for the intergalactic flux F of hydrogen-ionising photons at, zero red shift:
 F < 105 photons c m ~ 2 s e c _ 1 .
 The contribution to F from known sources (mainly quasars) is about, 2 x 10'1
 c m - 2 s e c - 1 (Haardt and Madau 1996). What would we expect for cosmologically produced decay photons? We must
 of course allow for the red shift which degrades the energy of a decay photon as it, propagates through the universe so that eventually it can 110 longer ionise hydrogen. If we write
 Ey = 13.6 + e eV
 we easily see that
 r H0 13.6'
 where n„ is now the number density of cosmological neutrinos at z = 0, and c is the velocity of light. Inserting our derived values for n „ , r and II0 we find that F < 105 cm 2 s e c - 1 if
 e < 0.1 eV.
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 Hence Ey < 13.7 eV,
 and so Er = 13.65 ± 0.05eV,
 and m„r = 27.2 ± 0 . 1 eV.
 Wo have thus determined m„T with a precision of £ per cent. Moreover our value is within the range expected for m„r ( 25±3eV) from our argument involving the critical density, the age of the Universe and the Hubble constant. In fact we can now refine this argument in the following way. Our value of 27.2 ± 0 . 1 eV for in,,r
 tells us that ^ h 2 ~ 0.29-1 ± 0.003. If we allow for a small contribution from Pc we find that if to > 12 x 10!) years we must have p ~ pc. Assuming for simplicity that p = pc exactly (flat 3-space!) we require that
 Ho = 55 ± 0.5km s e c _ , M p c _ 1 .
 Thus Ho would be determined to within 1 per cent. It. will be interesting to see whether observations of / / 0 in the next few years, which may be expected to achieve a precision of 10 per cent, will be compatible with our prediction.
 4 A new observational test of the decaying neutrino theory The most decisive test of the decaying neutrino theory would be to observe the predicted decay line directly from neutrinos in the vicinity of the sun. Since the Earth's atmosphere absorbs hydrogen-ionising photons one would need to carry out such an experiment from outer space. Plans have been made to do this, and a suitable detector will soon be launched on board a Spanish mini-satellite (Bowyer c.t. id. 1996). Meanwhile 1 have been given permission to report here the result of a recent, still unpublished, ground observation which strongly, but not decisively, supports the theory. A further measurement of the same type has been made by these observers, but the data have not yet been completely reduced.
 The idea behind these measurements is to find regions of opaque gaseous hydrogen where the postulated ionising ffux from neutrinos would be at least an order of magnitude greater than any ionising flux of conventional origin, and where this flux can be measured by observing the strength of the resulting Ha
 line emitted by this region when the ionised hydrogen recombines. Such regions can be found. They exist at the edges of some spiral galaxies, whose opaque gaseous hydrogen disks extend far beyond their distribution of stars, and whose rotation curves (as measured using the 21 cm emission line of the hydrogen discs) remain flat, so that one can be confident that the dark matter distribution extends to these outer regions.
 Two galaxies are of particular interest in this connexion because their column density .'V of neutral hydrogen possesses a sharp edge beyond which N decreases
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 rapidly with distance; from the centre of the galaxy. This edge is thought to be mi ionisation effect associated with the onset of a regime where the gas is 110 longer able to shield itself from the incident ionising flux. In the conventional interpretation this llux would be the extra-galactic ionising flux which, as we have seen, is less than 1 0 5 c m - 2 s e c - 1 . By contrast, the ionising flux of decay photons in these edge regions, which can be derived from the rotation curves in these regions, turns out to be about 1 0 6 c m - 2 s e c - 1 , in other words the desired order of magnitude greater (Sciama 1995).
 The two galaxies concerned are M33, a companion of the Andromeda galaxy M31, and NGC3198, which is called "everyone's favourite" because its rotation eurve remains flat particularly far from its distribution o'f stars and so is the best example of the need for dark matter in galaxies. The flux in the Ha line has recently been measured at the sharp edges of bot h these galaxies by Bland-llawthorn, Carignan and Veilleux (199G). Bland-Hawthorn has kindly informed me that for M33 the implied ionising flux is close to the value predicted by the decaying neutrino theory, rather than the smaller value expected in the conventional theory. This result does not provide definitive evidence in favour of the decaying neutrino theory because the disc of M33 is strongly warped, and it is conceivable that ionising photons emitted by hot stars in the central regions of the galaxy may be able to reach the sharp edge without having to penetrate the opaque gas in the disk. This problem does not arise in NGC 3198 since its disk is not appreciably warped. The results for this galaxy are therefore awaited with great interest.
 If these results do turn out to support the decaying neutrino theory they would also support the suggestion that the mass density in neutrinos is close to the value needed to flatten the 3-geonietry of the universe. I hope that this possible connexion between physics and geometry will give; pleasure to Roger Penrose, whose penetrating insight has provided us with so many connexions between these two great concepts.
 A c k n o w l e d g e m e n t s This work has been supported by the Italian Ministry of Universities and Scientific and Technological Research.
 N o t e a d d e d J u n e 3 1997: The Spanish minisatellite was successfully launched on April 21 1997, and at the time of writing, first, results should be available from it in a few weeks.
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 Gabriele Veneziano Theory Division, CERN, 1211 Geneva 23, Switzerland
 1 Introduction I ¡mi a great admirer of Roger, but I cannot pretend to know liini as well as most, of you here. Let me, however, start my talk with a small episode of my life indirectly related to him. A couple of years ago 1 bought The Emperor's New Mind just before leaving for summer vacations in southern France. I took the book with me, hoping, of course, to enjoy my holiday so much as to "forget" the book in my suitcase. Things went differently: at my first tennis lesson I was struck by lumbago and finished my vacation reading the book over and over again by the hotel's swimming pool . . .
 This morning I went to a local bookstore and bought Shadows of the Mind. 1 am planning to take holidays in Italy in a couple of weeks and start to feel a strange ache at. my left shoulder: I am not superstitious, but . . .
 The plan of my talk is quite simple: in the first part, after recalling how our present understanding of all forces is based on local symmetries, I will remind you of how all of them are given a geometric meaning in the Kaluza-Klein (KK) framework. Unfortunately, such an appealing idea cannot be extended beyond the semiclassical approximation because of ultraviolet infinities. In the second part of my talk I will outline how string theory, thanks to some "quantum string magic", is able to overcome the difficulties of traditional KI< theory and to lead to a truly complete, quantum-geometrical unification of all forces.
 2 Forces and local symmetries Our present understanding of all fundamental interactions is based on the con-cept of local symmetries. In the case of "internal" symmetries such local symme-try is called gauge invariance, an invariance of the action under the transforma-tions (I will set c = h = 1 whenever their explicit appearance is not particularly enlightening):
 iP{x) -> eiq(t{x)ip(x),
 A,, -» Alt - d„a . (2.1)

Page 252
                        
                        

23« G. Vmcziano
 This leads to actions of the type:
 4 f dlxF';u + ... ( 2 . 2 )
 on which the standard model of strong, weak and electromagnetic interactions is based.
 Similarly, in the case of "space-time" symmet ries the local symmetry is called general covariance, meaning the invariance of the action with respect to the space-time diffeomorphisms:
 on which general relativity (GR) is based. Both kinds of local symmetries have been successfully tested. The former by
 precision tests of QED (</ 2 being the best example), of the electroweak theory (cf. high-precision LEP experiments) and of the strong interaction sector (via jet physics, for instance). For the latter symmetry there are by now quite impressive tests of GR, last, hut not least the indirect observat ion of gravitational radiation from binary stars.
 Taken all together, these observations undoubtedly represent a landmark in our understanding of physical phenomena, the situation being reminiscent of the one prevailing at the end of last century when, with Maxwell's and Newton's equations, some physicists thought that there was nothing else to be discovered. In fact some conceptual problems suggest that history may repeat itself, and that another deep revolution may be on its way in physics. I will try to explain why by taking a rather long detour.
 3 Field-theoretic Kaluza-Klein Already in tlx; 1920s Kaluza and Klein proposed to further unify the concepts of internal and space-time symmetries by reducing the former to the latter through the introduction of some extra dimension of space. Let, me briefly review the main point.
 Assume that space-time contains a fifth (space-like) dimension, which has the topology of a circle, i.e. let us write:
 - d^XCopA0 • (2.3)
 This leads to actions of the type:
 (2.4)
 xA = ( x" ,x 5 ) (3.1)
 and make the identification:
 a-5 = x 5 + 2ttR (3.2)
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 Any sensible wave function will luive to be periodic in x5 and thus of the form:
 £ e i p * x %,(x> 1 ) . (3.3) P5=n//f
 Consider now the particular coordinate transformation:
 x5 -> x 5 + lPa{x'1), (3.4)
 where, for dimensional reasons, we have introduced a length lp. Using Eq. (3.3), this will imply:
 (a/') (3.5)
 which looks like the gauge transformation (2.1) for a field carrying charge:
 q = lPps = nlp/R . (3.G)
 Furthermore, KK showed that the /t5 components of the five-dimensional metric transform like the gauge field in (2.1) and that the five-dimensional gravi-tational action generates the four-dimensional gravity-plus-gauge action ( (2 .4)+ (2.2)), provided lp is identified with the so-called Planck length, s/G,\h ~ 10~ 3 3
 cm. Besides its conceptual beauty, KK theory has two interesting consequences:
 • Electric charge is automatically quantized, thanks to quantization of mo-mentum on a circle,
 • Electromagnetic and gravitational interactions get. unified at energies Mc = \ / R since, using (3.G) for n = 1, G^M2 = lp/R2 = q2.
 Later on the KI< idea was widely generalized, e.g. to generate larger (non-Abelian) gauge groups from even higher dimensional spaces endowed with suit-able isometrics. Of course, even in its simplest version, the question remains of what fixes R to have the correct Value R ~ 10//. ~ 10~3 2 cm in order to explain the actual value of a ~ 1/137.
 Note, finally, that KK theory leads to a unified classical theory but is based, in an essential way, on quantum mechanics: the quantization of momentum gives the quantization of electric charge! This means that, there is no way to ignore quantum mechanics within the KK theory. But are the two consistent with each other? Unfortunately, when we go from the semiclassical approximation to full-fledged quantum field theory (QFT) the problem of ultraviolet infinities immediately shows up. flow do we handle that?
 In D = 4, gauge theories can be dealt with through the process of renormal-ization; however, no such recipe is known for gravity. As we move to D > 4, both gauge and gravity become non-renorinalizable. In KK theory, in particular, both diverge in a similar way in the ultraviolet, another expected consequence of KK unification.
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 We thus face a kind of paradoxical situation. On the one hand quantum mechanics is essential to the success of t he KK idea. At the same time, Ql - T gives meaningless infinities and spoils the nice semiclassical results. If the beautiful KK idea is to be saved we need a better quantum theory than QFT. I will argue below that such a theory already exists: it is called (super)string theory.
 4 Quantum string magic The following is a sketchy account of what classical and quantum string theory is. Let us recall the form of the action for a system of points and for the string:
 and compare them. The first has a geometrical "free-action" term, the sum of the lengths of the paths described by the points, each one of these lengths being weighted by the corresponding mass. Interactions, however, have to be added to the action, are non-geometrical, and quite arbitrary. In contrast, Sstrtng is given by a single, geometric term proportional to the area swept by the string. One constant appears in place of the masses (the string tension T) and, most remarkably, interactions need not be introduced by hand.
 The area is swept in space-time and therefore space and time have to be measured in the same units. A constant c (later to be recognized as the speed of light) is implicitly multiplying time intervals.
 In order for the action to have its usual dimensions, T has to have dimensions energy/length, as appropriate for a tension. However, as long as we work at the classical level, T is completely irrelevant (for free points, analogously, only mass ratios arc important). This is because, classically, only the stationary points of S do matter, and these are invariant under a rescaling of the action.
 Classically, free points move along straight lines, while the string has a rich variety of motions subject to the interesting constraint:
 The mass-squared of the string is bounded from below by a multiple of its angular momentum, since a classical string with non-zero angular momentum has to have a finite size and thus, because of its finite tension, a finite energy/mass.
 At the quantum level the difference between points and strings becomes even larger. Of course we know that angular momentum becomes quantized in units
 Mi 4- interactions
 (4.2)
 (4 .1)
 J < (2nT)~1M2 . (4.3)
 (4.4)
 Not surprisingly, also M~(2nT) 1 becomes quantized in units of li:
 M 2 ( 2 n T ) - 1 = mli. (4.5)
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 What becomes of the classical inequality (4.3)? Here the first miracle occurs. One finds:
 ./ < ( 2 j r T ) - , M 2 + «oh with « 0 = +1 (+2) for the open (closed) string . (4.6)
 The origin of Oo is that of a zero point energy (or normal-ordering constant) analogous to the famous 1/2 of the harmonic oscillator levels (n + 1/2)huj. This normal ordering constant is of paramount importance for string theory in that ii allows the existence of classically forbidden, mass less, spin 1 and spin 2 states (for open and closed strings, respectively). These particles are believed to exist in Nature, in the form of gauge bosons and gravitons respectively, and t o mediate all known forces, including gravity. This is why we can dream of quantum string theory (QST) as a candidate theory of all fundamental interactions!
 Quantization is responsible for a second miracle of QST: strings acquire a typical, better a minimal, size. Recall that position and momentum uncertainty behave rather symmetrically for the harmonic oscillator, both scaling like s/ll. The same is true for the string, an infinite collection of harmonic oscillators:
 A.T ~ (li/T)1'2 ; AP ~ (hT)l/2 . (4.7)
 So far we have introduced three fundamental constants:
 c , T , h.
 Classically, there was no h, of course, and T was irrelevant. Quantum mechan-ically, it is only a combination of h and T that matters. Since the quantum t heory depends on S only through the pure number S/li, the combination that survives is obviously:
 2nT/h = \~2 , (4.8)
 which defines a fundamental quantization length, As. It. looks strange, at, first sight, that we managed to get. rid of h and T in favour of a single quantity, A.,. Ac-tually, in order to do so, we have implicitly changed units of energy. The natural unit of energy in string theory is length, with T providing the conversion factor to and from c.g.s. (or normal particle theory) units. Indeed, using the string tension, we can give the energy of a string by giving its length, and vice versa! If natural string units are consistent ly used, only two dimensionful constants are needed for the relativistic and quantum nature of the theory (Veneziano 1986). This reminds us of pure GR, where, at the classical level, one can use geometric units of energy (G/vi? is a length) and, at the quantum level, only the Planck length lp = y/Gtfh—and not G,\ and h separately—is relevant. The possibility of using just length and time intervals to describe all physical phenomena is yet another manifestation of the geometric nature of all forces in string theory.
 It looks like no achievement at all to have replaced c and h by c. and through a change of units. But, actually, we have gained a lot (Veneziano 1986):
 T h e q u a n t u m l e n g t h As is a l so t h e s h o r t - d i s t a n c e cut -of f .
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 This is so because, ¡»s we have seen, strings acquire, through quantization, a finite, minimal size ()(X,). The finite size induces in turn a cut-off (in the way of a form factor) on large virtual momenta. Incidentally, this is what makes sense of quantum string gravity. A typical one-loop (quantum gravity) correction normalized to the tree (classical) value is of ()(G.\'AfJV). Inserting ( l iT ) l / ' 2 ¡us cut-off, one gets a finite correction of order l2
 P/A,: quantum gravity corrections are thus (typically) small if the string length parameter As is somewhat larger than the Planck length I ¡A
 5 String-theoretic Kaluza-Klein In order to discuss KK theory within a string context we have to mention a third miracle of QST, duality (for a review, sec e.g. Giveon et at. (1994)). While in flat, non-compact space-time, A., is the only scale and, as such, can be defined to be 1, when we go back to the KK situation involving a circle of radius R, the dimensionless ratio:
 r = R/X. (5.1)
 becomes a physical parameter. The third miracle of QST is that r does indeed matter but only up to a
 "7-duality" transformation:
 r - * r _ l (5.2)
 under which physics is invariant. Said differently, the (moduli) space of string compactifications is the interval
 r = [1,oo] (or r = [0,1]) and thus contains a "minimal" compactification radius given by R - As, the fixed point of the duality transformation (5.1).
 It is not usually stressed enough that also r —» 1/r duality is only there at the quantum level. This is because, under such a transformation, the roles of momentum and winding get. interchanged. The energy connected to winding is an integer multiple of R even classically, since the winding of a (closed) string around a circle is a topological concept, while momentum on a circle is an integer multiple of l i /R only in the quantum t heory (as obvious from the appearance of h).
 The v • 1/r duality is very likely to stabilize the radius of internal dimensions precisely at r = 1. Indeed semi-realistic models show how this can occur. At, the self-dual value of R, the KK gauge symmetry is enhanced. In field theory it is a t / ( l ) gauge symmetry at any R. In string theory it turns out to be C/(l) <g>U( 1) at generic R and U(2) at 7 = 1. In the more general case of D > 5 dimensions (typically D = 10 for superstrings) even higher groups (e.g. 1Eg ® EH) emerge at special values of the compactification radii.
 Furthermore, as in KK theory, gauge and gravity couplings get unified at the scale li/R, hence, if R = A.,, at the string scale Ms. In formulae:
 «c:ur - [2TTT)GN = ij,/X'j (5.3)
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 Equation (5.3) holds at tree level. However, gauge-loop corrections are con-trolled by ctGur while, as already pointed out, gravity loops are controlled by /jf./A^. Thus (5.3) leads to the conclusion that also quantum corrections are unified. This is only true, actually, up to infrared effects which, being more severe for gauge interactions than for gravity (just the opposite of what is true in the ultraviolet), cause the logarithmic "running" of gauge couplings (Taylor and Veneziano 1988a) as opposed to the scale-independence of G, \ .
 There is one question still left unanswered: What, if anything, fixes a itself (and thus G¡v)'?
 (> S-duality and the big fix Once more we have to start with a miracle. At a closer look QST reveals another amazing property: it is parameter-free. What is meant by that is that any conceivable parameter gets promoted, in QST, to a field whose VEV gives the corresponding arbitrary constant of its effective QFT. Since VEVs are usually determined by the dynamics through the minimization of some potential, we may hope that the same will happen to all the constants of Nature in string theory (Veneziano 1989).
 Actually, we have already encountered examples of that: the value of r, the compactification radius in string units is a field, the metric in the 55 direction, and r —+ 1 /r duality is simply the inversion of r/55.
 Analogously, there is a scalar field, called the dilaton, whose VEV gives the gauge-gravity coupling in string theory according to (Witten 1984)
 <*GUT = Ip/^l = e x p ( W ) . (6.1)
 The reason why exp(<•/>) becomes the loop-counting parameter is very inter-esting. It litis to do with the peculiar way in which <f> appears in the fundamental action of the string (it basically multiplies the Euler characteristic of the Rio-mann surface swept by the string). One then easily finds that there is an extra factor exp(<£) associated with each extra "hole" (or "handle") of the Riemann surface. But each extra handle means precisely an extra loop in the field theory limit! Thus, the loop expansion of QFT is given by the "topological expansion" of QST and interactions are geometrical, in the sense that they are simply related to the possibility of splitting or recombination of strings.
 We may stress again, at this point, that no concepts, other than geometrical, need to be introduced to describe interactions. Consider, for instance, two strings of size L\,Li2 separated by a distance II and interacting with a strength given by a certain value of <fi, a pure number. Instead of introducing the mass of the strings and the magnitude of the forces, we can look straight away to the acceleration caused 011 each string by the interaction with the other. Such an acceleration has dimensions l~ ' (recall c. = 1) and will be simply given by a combination of L\, L2, R and exp((0)) , typically:
 «1 ~ <i\p((4>))L'>R (6.2)
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 There; is a bona-fide scalar particle (the dilaton) associated with <f>. ll is somewhat similar to a Jordan Brans Dicke scalar and, like its predecessor, can produce large violations of the equivalence principle through a composition and momentum dependent, fifth force. This is indeed so (Taylor and Veneziano 1988b) unless the dilaton gets a mass larger than 0 ( 10~5 eV). Unfortunately, in superstring theory, the dilaton remains massless to all orders in perturba-tion theory, but the same is true for the lack of supersymmetry breaking. If we want string theory to survive, we have to assume that supersymmetry gets broken at the non-pertnrbative level and that the dilaton gets a mass (while the cosmological constant remains small enough!).
 Amazingly, if all that happens, not only QST survives, it also predicts (at least in principle) the value of a , a recurring dream of this century's physics. A simple corollary of that possibility is that the limit As —> 0 of QST would not make sense and, in particular, a non-trivial QFT would not be recovered in such a limit.
 This is easily understood by comparing string theory wit h a lattice version of QFT with lattice spacing a ~ As. It is well known that, in order to (have a chance to) recover a sensible QFT at finite distances, the couplings at the cut-off have to be fine-tuned as a —> 0. If the coupling at the cut-off is dynamically fixed, the resulting QFT is either trivial or infinitely coupled at any finite scale. In other words, QFT would only emerge from QST as an approximate description of physics much below the latter's finite, physical cut-off, in the same way in which Fermi's theory of weak interaction is an effective description of the standard model's electroweak theory well below the IF, Z masses.
 Although we have no theory fixing <!>(a) at the moment, we can mention a new suggestive idea in that direction called 5-duality. There is mounting evidence (Sen 1994) that superstring theories with extended (N > 1) supersymmetry have a very interesting duality of the electric-magnetic type, under which the coupling constant is inverted and charged particles are interchanged with (soli-tonic) magnetic monopoles, so that Dirac's quantization condition is preserved. In the supersymmetric case, <f> and its pseudoscalar partner, the so-called axion, are combined into a complex field and the 5-duality group becomes SL(2, Z), a discrete group containing, in particular, the transformation a —> a - 1 .
 As with r —» 1 /r duality, we may expect Nature to choose the fixed point of the transformation. That would give a — 1 which, unfortunately, is both unrealistic (experimentally o ~ 1/40) and uncomfortably large. A way out. could be that, with such a large tree-level coupling, t he one-loop correction may dominate according to the famous (gauge coupling) running formula (here used with a finite UV cutoff Aj 1 ) :
 « ¡ / / f a ) = alrlc + ~ A W / , ( 6 . 3 )
 where we have used the fact that /3-fu net ions are always proportional to some number N, jf of charged states circulating in the loop. This could very well lead to a reasonable effective o ~ 0 ( N ~ j \ ) at the str ing/GUT scale.
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 In which sense can we then say that, also the gauge gravity coupling has a geometrical origin? Recent, results (Wit,ten 1995) indicate that the low-energy limit, of superstring theory in D = 10 dimensions is nothing but a well-known QFT, supergravity in D = 11, the maximal number of dimensions in which we arc able to construct supergravity. However, in order to match the number ul non-compact dimensions, the latter theory has to be thought of as having one compactified spatial dimension. The radius of this (11th) dimension then gets identified with the dilaton of string theory. In other words, in this higher dimensional (so-called M) theory, of which we only know so far the low-energy limit, the gauge-gravity coupling itself acquires a geometrical meaning!
 Bibliography Giveon, A., Porrati, M. and Rabinovici, E. (1994). Target space duality in string theory. Pliys. Rep., 244 , 77 202. Sen, A. (1994). Dyon-monopole bound states, selfdual harmonic forms on the multimonopole moduli space, and SL(2,2) invariance in string theory. Pliys. Lett. B, 329 , 217. Taylor, T.R. and Veneziano, G. (1988a). Strings and D = 4. Pliys. Lett. D. 212, 147. Taylor, T.R. and Veneziano, G. (1988b). Dilaton couplings at large distances. Phys. Lett. B, 213 , 450-458. Veneziano, G. (1986). A stringy nature needs just two constants. Europhys. Lett., 2, 199-204. Veneziano, G. (1989). Quantum strings and the constants of Nature, in The Challenging Questions, Erice, 1989, ed. A. Zichichi. Plenum Press, New York, 1990. Witten, E. (1984). Some properties of 0 ( 3 2 ) superstrings. Phys. Lett. B, 149, 351-356.
 Witten, E. (1995). String theory dynamics in various dimensions. Nucl. Phys. B, 443 , 85-126.
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 Space from the Point of View of Loop Groups
 Graeme Segal Department of Pure. Mathematics and Mathematical Statistics University of Cambridge. 16 Mill Lane, Cambridge, CD2 1SD
 I feel honoured to be speaking at this meeting to celebrate Roger Penrose's birth-day. I am sure that for all of us Penrose stands out among the people who have thought most deeply and most ingeniously about the nature of space and time. What I am going to talk about is related to ideas which he developed in the six-ties, t hough I shall approach them from a rather different point of view. Early in life most of us fix on a number of lamp-posts under which ever after we look for things; for me these lamp-posts are algebraic topology and the theory of loop groups. My aim in this talk is very modest: I shall try to explain how the study of loop groups can shed some light on the possible properties of space.
 Newtonian physics had a clear ontology: the world consisted of massive par-ticles situated in Euclidean space. In that sense, the nature of space played a fundamental role. In the mathematical development of Newtonian mechanics, however, the role of space is not so clear. There is little fundamental difference between the description of two particles moving in R 3 and that of a single par-ticle moving in R6 , nor between a pivoted rigid body and a point moving on the group-manifold SO-j. In quantum mechanics the idea of space is even more elusive, for there seems to be no ontology at all, and, whatever wave-functions are, they are certainly not functions defined in space. Still, for about seventy years we have known that elementary particles must be described not by quan-tum mechanics but by quantum field theory, and in field t heory the role of space is quite different.
 It is customary to point out that quantum field theory cannot be reconciled with general relativity. At the moment, however, I should prefer to emphasize that the two theories have a vital feature in common, for in both of them the points of space play a central and objective dynamical role. In quantum field theory two electrons are not, described by a wave-function on R6; instead they constitute a state of a field in R 3 which is excited in the neighbourhood of two points. The points of space index the observables in the theory. The mathe-matics of quantum field theory is an attempt to describe the nature of space,
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 and, even after seventy years, it. remains ill-understood and mysterious, as well as being incompatible with general relativity. That has led to many proposals to look at space in a completely different way. Penrose's twistor theory is a project of that kind, as is his earlier theory of spin networks. Both are radical attempts to get rid of space as a primary concept. At this meeting we have also heard about Connes's programme of non-commutative geometry, which amounts to a huge generalization of the classical notion of a manifold. Apart from that, we have heard a little about, string theory, which is at present the most fashionable scheme for making space appear as an approximation to some more general kind of structure. This talk is mainly directed towards string theory.
 I shall begin by explaining how the rather unexpected behaviour of space as it is described by conventional quantum field theory can be illustrated by basic facts about the representations of loop groups: the most important thing is how space seems not to have continuously many degrees of freedom. After that I shall try to give some idea how the more subtle properties of loop group representations lead one to the generalization of the notion of a manifold which arises in string theory. But, although it is a digression from my main theme, I shall interpose a brief account of the relation of loop group representations to two- and three-dimensional topology. 1 think that this helps to motivate the "stringy" constructions, and at the same time it. is closely related to Penrose's theory of spin networks, as was explained in Kauffman's lecture.
 1 Loop groups and quantum field theory We start with a compact Lie group G, which for simplicity 1 shall take to be SU'2- The loop group LG is the group of smooth maps 7 : 5 1 —> G from the circle to G. We are interested in unitary representations of LG on a Hilbert space but to make the link with quantum field theory we think of representations of the Lie algebra
 -Cfl = {smooth maps <p : Sl —> p},
 where 9 is the Lie algebra of G. If ¡p had not to be smooth then LG would be simply the product [ [ go of uncountably many copies of 9 indexed by the points 0 of S 1 . We can think of p» as an algebra of three "observables" attached to the point. 0. If 0 -/ 6' then commutes with 0<><. The effect 01" restricting to the smooth loops is that the operators
 {MO), MO), MO)}
 representing g(> are distributions as functions of 0.
 Our initial expectation is that an irreducible representation of CG should be some kind of continuous tensor product (x) V0, where Vo is a representation of go. One can indeed construct representations of that kind. But if we look for so-called "positive encrgip representations then what happens is much more subtle.
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 Tilt; positive energy condition is designed to model the positivity of energy in quantum field theory: it is the requirement that
 (i) there is a unitary operator Rn : 01 — > 0( for each a such that
 Ru<l>}(0)R-1 = <pj(0 + a),
 (ii) Rn — eia", where the "Hamiltonian" II is a self-adjoint operator with positive, spectrum.
 Positive energy representations, which are completely understood and classi-fied, have the following properties.
 (a) They are necessarily projective. This means that the <j>j(0) for distinct 0 cannot quite commute. Instead we must have
 [4>A0i),M02)] = + k6jl6\9l-e2) m
 for some positive integer k which is called the level. The second term on the right expresses the way in which infinitesimally nearby points interact-As I shall explain in a moment, k should be regarded as the reciprocal of Planck's constant.
 (b) The Hilbert space breaks up
 0{ = 9 i 0 e X i ® a i 2 © - - - ,
 under the action of the Hamiltonian II. The subspace 0(u of states of energy n is finite, dimensional, and of course G-invariant, where G is the subgroup of constant loops in CG. The representation 0( of LG is com-pletely determined by the representation Oio of G', and at a given level k only a finite number (in fact k -I-1) of representations 0(o can occur. Thus although 0( is large and complicated in its structure, it is actually very rigid and tightly constrained. The loop group LG. instead of having vastly more representations than G does, has many fewer.
 (c) The number of states in OC with energy ^ E, i.e. the dimension of
 (B
 is known to grow roughly like the number of partitions of E. i.e. roughly like e ^ . Now for a quantum mechanical system with d degrees of freedom the number of states grows roughly like E1', so the "system" 0{ behaves like a finite dimensional system with (very roughly) \J~E degrees of freedom if we are looking at states with energy of order E.
 We can think about this more geometrically. The Hilbert space 0( is obtained by "geometric quantization" of an infinite dimensional classical phase space A".
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 In the simplest case, when IKy = C, we have X = LG/G. ri'he "level" k is the class of the symplectic form in H2(X\ 7L) = When we quantize a finite dimensional symplectic manifold X with a Hamiltonian function //<:iass : X R we get a Hilbert space !tt with an operator H : 'J{ —> Jf, and the number of states in 3{ with energy $ E is asymptotically equal to the Liouville volume of the region
 XE = {X e X : //class Of) ^ E}.
 T o analyse th i s when X = LG/G, let us w r i t e e lements 7 <E X i n the f o r m
 7 ( O y W ( 0 ) = i J 2 ^ e i n 0 ,
 where an 6 g ® € , a_„ = a*, and (fn is determined in terms of { a „ s o that 7 is periodic in 0. Then
 z/eiass (7) = \ J0*\h(erwm\2 do = I K II2.
 while the symplectic form is
 ui = k ^ - tr (da* A dan). ti >0 n
 Thus the Liouville volume of X& is that of an infinite dimensional ellipsoid with 2d axes of length (kE/n)* for each ?i > I, where d = dimG. We can make sense of this by counting lattice points 1 inside X¡.- for a lattice which is unimod-ular for the Liouville measure. Then at each energy all but finitely many degrees of freedom are irrelevant, and we effectively have a finite dimensional ellipsoid. A simple calculation shows that we get the expected asymptotic behaviour of the number of states.
 Of course, I have done 110 more than restate Planck's observation about black-body radiation which was the very beginning of quantum mechanics. (The ap-plication to loop group representations was pointed out to me by my students Paul Shutler and Alex Selby.) What I want to emphasize is that the infinite dimensional manifolds which arise in quantum field theory naturally behave like nested unions of finite dimensional manifolds of increasing dimension. It is some-times argued that this has to do with an ultimate granularity of space, but the; representation theory of loop groups encourages one rather to think of a perfectly ordinary smooth manifold—the circle in which nearby points are constrained (by the positive energy condition) to behave very coherently.
 'This is vory loosely expressed. "Lattice points" are not quite what is needed, as the lengths of the axes of an ellipsoid in a sympleclic vector space are not invariautly defined. We must take the axes two at a time, for the invariant concept is the area of the projection of the ellipsoid 011 to a two-dimensional symplectic subspace, expressed as a multiple of Planck's constant.
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 2 Loop groups and low-dimensional topology Lot us now fix a level k, and let K denote the additive category of all level k representations of -CG which are sums of finitely many irreducibles. I shall write
 for the corresponding category of representations of
 LG x • •• x LG <— p — »
 These are sums of representations of the form ® • • • ®!KP . More functorially, when S is a closed 1-manifold I shall write for the category of representations of the group of smooth maps S G.
 One of the most remarkable things about the representations of loop groups is the
 T h e o r e m .4 smooth cobordism E from So to Si induces an additive functor
 Oversimplifying slightly, the functor Us: ¡ s characterized by the following uni-versal property: for each object '}( of 9?s0 • and each complex structure o on E, t here is a linear map
 Ta : % - Us(Qi)
 such that T„ o 7 0 = 71 o T„ whenever 70 and 71 are the restrictions to 6'o and S1 of a <r-holomorphic map 7 : E —> Gc- (This makes sense because every representation of LG is automatically a representation of LGQ.)
 The functor 'Jl x 1R —• K induced by (/>; when S is a "pair of pants" is called fusion. I shall write it (3(1,3(2) 1— 3(j It plays the role of a tensor product in the category K. (The ordinary tensor product of two representations of level k is a representation of level 2k.)
 A diffeomorphism f : T, —> T,' between cobordisms from So to .S'i induces an isomorphism
 Uf : t/>;(.1() -> L/ s ,(3()
 for any 3(. This means that fusion is associative and commutative up to isomor-phism, and also that the group Diff(E rol ¿>E) of diffeomorphisms of E which are the identity 011 the boundary acts on i / s (3( ) . It, must act through the mapping-class group r^ .as = 7r0Difr(E reldE), for the identity component of Diff(£ rel <9E) has no finite dimensional representations. In particular, the coloured braid group on n strings, which is the mapping-class group of a disc with n holes, always acts 011
 3(! * 9(2 * • • • * 0 i n ,
 and the full braid group acts if 3(\ = 0(2 = • • • = 3(„. A closed surface E is a cobordism from the empty 1-manifold to itself, so it
 gives 11s an additive functor : Vc.ct > Vert, where Vecl is the category of
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 finite dimensional vector spaces. Thus t/v(C) is a finite dimensional representa-tion of the mapping-class group of E.
 But much more still is true. Not only does a diffeomorphism / : E — • E' between cobordisms give us an isomorphism Uj, but a three-dimensional cobordism M between the cobordisms E and E' also induces a transformation
 HM •• UxV{) ^
 Specializing to the case when E and E' are closed surfaces, a cobordism M from E to E' gives a transformation
 MA/ : C/s(C) -> Uv(C)
 of finite dimensional vector spaces. If M itself is closed then /IM is simply a number, for U0(C) = C.
 This brings us to the final startling fact, discovered by Witten.
 T h e o r e m The number hm 6 C associated to a closed 3-manifold is the Chern-Simons path-integral
 f e-2x,kCS(A) £ 4
 JAu/y,M
 where Am is the space of G-connections A on M, S M is the corresponding gauge group, and CS(A) = l„{(A,dA) + ±(A.\A,A})}.
 To be honest, the path-integral in the theorem can only be defined pertur-batively, i.e. all one really has is an asymptotic expansion in 1 /h . There is also an asymptotic expansion of /t,v; as the level k tends to oo. The theorem asserts that these expansions coincide.
 A whole vast theory of 3-manifold invariants and related knot invariants emerges from the facts I have listed in this section, but 1 believe the first inkling of it was Penrose's work on spin networks. The subject can be developed in many ways, and without mentioning loop groups. A very different treatment, closer to Penrose's, can be found in Kauffman's talk.
 3 String theory Quantum field theory on a space-time manifold M can be described as the con-struction of a probability measure on some space '¡>M of "fields" associated to M. Usually "I'.v/ is constructed by some simple process from the algebra Q'(M) of differential forms on M. For example, gauge fields are derivations of
 2Once again litis is an oversimplification. To study fcrmions on M we need the algebra ii (A/; A'A) of differential forms with coefficients in the exterior powers of the spin bundle A of A/.
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 i l ' (M)®Mat /V , where Mat AT is the algebra of N x N matrices. The manifold M (inters the theory through t he algebra Q'(M), which encodes it. precisely. The way in which string theory differs from quantum field theory is that the algebra il'(M) is replaced by a much larger object A which I shall call a string algebra. (The usual name is "string background".) This is a generalized algebra in a sense I shall explain.
 The first approximation to A starts from the loop space CM of the space-time manifold M. The infinite dimensional manifold CM is foliated by the orbits of the group of diffeomorphisins of the circle, which acts by reparametrizing the loops. We can consider the differential forms on CM defined along the leaves of the foliation, i.e. functions of the form
 where 7 e CM and are tangent vectors at 7 directed along the leaf t hrough 7. (Tangent and cotangent vectors to the leaves are traditionally called "ghost fields".) This is still not right: actually we want "semi-infinite" differen-tial forms rather than ones of finite degree p. but f shall not explain that here. If M is a homogeneous space of a Lie group G then A should be a representation of the loop group CG, and that gives us a way of predicting its algebraic properties in general.
 To state what is expected we need the concept of a Probenius algebra. This is a finite dimensional commutative algebra together with a linear map 0 : A —> C such that (a, b) >-> 0(ab) is a non-degenerate quadratic form 011 A. The most, important example for us is the (»homology algebra A H'(M\ C) of a compact oriented manifold, where 0 is given by integration over M. (This is commutative in the graded acme.)
 There is a folk-theorem quasi-trivial but striking—which asserts that a Frobenius algebra is the same thing ¡us a two-dimensional topological field theory, i.e. a rule which assigns a vector space As to each closed oriented 1-manifold S, and ¡1 linear map
 U-Z • As„ - » As,
 to each cobordisin E from .S'0 to 6'|. These data are required to satisfy
 (i) As-oiis, = As0 ® / I s , , and (ii) i/E2 o = tAjjos;,, where S 2 ° E] is the composite of E | and E 2 .
 Given the data {/l.s} and {U>:} we take A - As 1, and define multiplication A ® A —> A as U^, where E is a pair of pants. The map Q : A —> C is Up, where D is a disc.
 Whatever may be the merits of t his paraphernalia as a definition of ¡1 Froben-ius algebra, it does lend itself to useful generalizations. In the last section we
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 saw one such generalization; string algebras are another. They arc designed to resemble not the cohomology algebra II'(M, C) but the different ial algebra f l ' ( M ) from which it comes. A string algebra gives us a cochain complex Cs for each closed 1-manifold S, and a cochain map
 • Csa —* CSl
 for each cobordism E. and the properties (i) and (ii) above hold. The map induced by Uy. on the cohomology of the complexes depends only on the topo-logical type of E, and so II" (C$1) is a Frobenius algebra, ft should be thought, of <us the algebra of parametrization-invariant functions 011 HM. But Uy. itself is allowed to depend on a conformal structure a 011 E, and when a changes the map {/>;,<, changes by a cochain homotopy. The natural way to give the formal definition is ¡us follows.
 For a given cobordism E from 5« to ¿'1 let jYtv denote the space of isomor-phism classes of conformal structures 011 E, the isomorphisms being the identity 011 So and S\. The structure of a string algebra is the assignment to each E of a cochain map
 where the right-hand side means the total complex of the double complex. The maps t / ; ; , mentioned earlier are obtained from Uy_ by restricting to points a 6 M v . When one composes two cobordisms E] and E2 the composite
 Uy:, o F)V, : CSu - > Q ( M E L x MV2;6'.S-2)
 must be compatible with
 Ux-tos, - Cs,, ->ft''(MsjoE,;C«;a)
 in an obvious sense.
 The definition of a string algebra is motivated by the behaviour of the differ-ential forms on the leaves of a loop space L M . But the hope is that the string algebra is a fundamental structure—more fundamental than space-time—and that the interpretation in terms of LAI need not be precisely possible, or may be possible in many different ways. 1 should emphasize, however, that string alge-bras are all the same only meant to be by-products of string theory, still linked to a perturbat ive treatment of it: they should be one stage closer to reality than the classical algebra of functions on space-time. String theory itself, like the kingdom of Heaven, can at present, be described only by poetry and metaphor.
 Bibliography A more detailed account of the material in this lecture can be found in my Stanford Lc.ct.tuvs on Topological Field Theory, which arc: to be published by
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 Cambridge University Press. The most basic properties of loop-group repre-sentations are described in my book with A. Pressley (Oxford University Press 1986).
 A reference for Penrose's work on spin networks is Penrose, R. (1961)). Angular momentum: an approach to combinatorial
 space-time. In Quantum Theory and Beyond, ed. T.A. Bastin. Cambridge Uni-versity Press, Cambridge.
 The basic work relating Chcrn-Simons theory to low-dimensional topology is Witten E. (1989). Quantum field theory and the Jones polynomial. Comm.
 Math. Phys., 121, 351-99.
 My account of string algebras roughly follows Witten, E. (1987). Some remarks about string field theory. Physica Scripta,
 T 1 5 , 70 7.
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17 The Twistor Diagram Programme
 Andrew P. Hodges WaiUiam College, Oxford, 0X1 3PN
 Abstract Recent advances in twistor diagram theory vindicate the ideas embod-
 ied in Roger Penrose's original proposals. The novel treatment of gauge fields is given particular attention.
 Twistor diagrams were first written down by Roger Penrose, as an early part of the twistor programme for reformulating fundamental physics. Twistor diagrams define integrals which yield scattering amplitudes for elementary particles in flat space, and thus are roughly analogous to Feynman diagrams in standard quan-tum field theory (QFT). It was an essential ingredient in Penrose's programme that the divergence problems which plague QFT should be resolved in the new setting offered by twistor geometry, that twistor diagrams should be manifestly finite; and that they should supersede, rather than merely reformulate, the pre-dictive calculus supplied by Feynman diagrams.
 In t his review I concentrate on just one of the diagrams first, written down by Roger Penrose, to sketch the subsequent development of the theory, and to honour the prophetic power of his original intuition. This is the diagram for massless Compton scattering, as given in 1972 by Penrose (Penrose and MacCallum 1972). This is a process which in the standard treatment requires the summation of two Feynman diagrams, neither of them separately gauge-invariant.. However Penrose saw that the amplitude could be given by just one manifestly gauge invariant twistor diagram, which in the notation now current is written:
 Neglecting an overall factor, this diagram specifies the integral:
 JU.X=0,Y.X=0 U.A(U.V) Y.V hv.z. o,iv v=o U.X=0,Y.X=0
 DWXYZUV u.z (u.vy y.v 1 2 1
 f(Za)g(Wa)h(Xa)j(Ya) (1.1)
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 where the f(Z"), i/(lF<,), li{Xn), j(Ya) are 1-functions of homogeneities 3, I, —4, —3 respectively and so correspond to inassless spin-t and spin-1 fields via the standard Penrose correspondence. Note that the integral is defined in a product of projective twistor spaces. The differential form DWXYZUV is the natural 18-form for this space. The prescriptions for the contour to have boundaiij on W.Z 0, etc. are as significant as the pole singularities.
 To arrive at this diagram, Penrose used a conjecture which amounted to drawing diagram lines for the passage of the inassless electron, namely the lines corresponding to the integrand in (1.1). The two photons were then connected in the simplest way possible, by the lines corresponding to boundary prescriptions in (1.1). The diagram was only partly justified by an evaluation argument. (Indeed, in 1972 the boundary definition was still far from clear, and these elements were only treated formally.)
 In fact an exact description of the 18-dimensional integral (1.1), showing agreement with the corresponding QFT amplitude, only came in the 1980s (Hodges 1989a; O'Donald 1992). It also had to wait this long for clarification of 'crossing symmetry' in twistor diagrams. In QFT, processes related by C P T symmetry have a momentum space scattering kernel which (regarded as an ana-lytic function of the momenta) is channel independent. We expect some similar unifying feature in the twistor representation. In his original paper Penrose's analysis did not distinguish between the different channels, but in fact a contour for integrating (1.1) only exists if / and h are in-states and g and j out-states, or vice versa. Nevertheless, Penrose's original intuition was correct and there are diagrams for the crossing-related processes which also lit the idea of an electron line to which photons are attached, namely:
 of integration, with its boundaries, is subject to change. In the 1980s the inassless QED originally considered by Penrose was extended
 to the massless SU(2) and Yukawa interactions in the Standard Model Then analysis showed that t his feature of a common integrand for all channels extends to all the first order interactions of inassless fields. Moreover in each case the integrand can be identified with the simple passage and interaction of spin-£ and spin-0 particles, a correspondence very similar to the Feynman diagram picture. However the vertices in twistor diagrams have no correspondence with the vertices in Feynman diagrams, and the boundary lines in twistor diagrams have no obvious interpretation.
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 Identification of this unifying feature sugge.sl.ed l liai, il, should hold to all orders. This hypothesis has proved the key step in the discovery of twistor diagrams for higher order processes, and a number of these are now known (Hodges 1989b, 1990; O'Donald 1992; Muller 199-1). Recently, extending this work to a case of greater algebraic complexity, Johnston (1997) has established very elegant diagrams for second order Compton scattering which, for every possible channel, also satisfy this very strong constraint.
 Before illustrating the progress of the theory by writing down one of these diagrams, it is necessary to detail two features of the present diagram calculus which represent distinct changes to Penrose's original picture: (i) inhomogeneous elements and (ii) conformai symmetry breaking elements.
 The original analysis of a proposed twistor diagram for massless Moller scat-tering by Penrose and Sparling (Penrose and MacCallum 1972; Penrose 1975; Sparling 1975) rested on an incorrectly chosen contour of integration. There is in fact an infra red divergence in the Feynman integral, when it is evaluated for finite-normed states, and this is reflected in the impossibility of finding a corresponding diagram in projective twistor space.
 In 1983, I proposed modifying the internal diagram elements, both in the integrand and in the boundary definitions, by a simple rule: every inner product such as W.Z would appear instead as W.Z - k. The contour integration was then to be performed in non-projective space. Details were given first in Hodges (1985a). This modification strictly extended the scope of the diagram calculus, leaving unchanged all those results previously known for projective diagrams such as (1.1). (In fact, not only are the results unchanged, but the diagrams are more consistently defined with the new elements. Every inhomogeneous pole corresponds to an .S'1 factor in the contour, and so can be interpreted as a Cauchy residue calculation; no such characterisation of the projective poles can be given.) Divergence of a Feynman diagram, such as that for M0ller scattering, then corresponds to ¿-dependence in a corresponding twistor diagram. The extra dimension in non-projective twistor space appears to allow something analogous to dimensional régularisation.
 It has more recently been realised that the number k has a natural value, up to sign, namely e~y, where f is Euler's constant. An elementary argument can be given for this, based on the simplest twistor diagram which exhibits k-dependence:
 this being an integral which can be evaluated explicitly:
 ( ¿ Y h = t D ' I [ J A dWJuvhy = { ^ W Z ' K ) - M
 It is natural, given that the diagram elements are defined through derivative operations, to regard this logarithm as a term in the sequence
 . . . l o g ( W . Z / k ) , 0 ' . ( W . Z ) - 1 , -V.(W.Z)-'2. 2 \ ( W . Z ) - ' \ -3\(W.Z)~\ ...
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 Then log A- is fixed as - 7 if the sequence is identified with values of
 d (w.z)-A-'
 d \ r ( - A ) at A = . . . - 1 , 0 . 1 , 2 , 3 . . .
 However, an equally strong argument could he given for k = — e - 7 . Secondly, Penrose's original account stressed the manifest conformal invari-
 ance of the twister diagram representations of the first order amplitudes for massless processes. But higher order amplitudes, even though scale-invariant, are not ¡11 general conformally invariant. Some conformal symmetry breaking element must therefore exist in the calculus. If the integrand is to adhere to the hypothetical pattern, then it is only in the boundary prescriptions that con-formal breaking can play a role. This means, in the inhomogeneous context, allowing boundaries of the form
 Ini)XctZl) = m, Ia0\VnYfl = m.
 We can now give one of the diagrams found by Johnston for second-order Comp-ton scattering (Johnston 1997). (The advantage of the diagram notation should now be apparent.) The lines connecting twistor vertices of the same type are conformal symmetry breaking boundaries as just defined.
 This twistor diagram notably retains Penrose's original feature of an inte-grand defined by the passage of the spin-} field. Diagrams with the same prop-erty also exist for the other channels. This work offers yet more substantial evidence for the existence of a general twistor diagram formalism which will treat gauge fields in a simpler and more invariant manner than the Feynman calculus. (The conventional Q F T calculation requires the addition of six Feyn-man diagrams, namely those with the three photons attached to the spin-} line in all possible orders.)
 Further recent advances have applied these inhomogeneous elements to the description of massive fields. The approach taken in Hodges (1985b) can now be improved. That first idea required the use of diagram elements with the form of
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 integrands l o g ( W . Z - f c ) + 7 (1-3)
 rather than the more primitive form of boundaries on W.Z = k. These loga-rithmic elements were still regarded as essential at the time of the 1990 review (Ilodges 1990), but it has since been seen that they are redundant, and that the more primitive poles and boundaries will suffice, though in rather an unobvi-ous manner. First, the identification of a natural value for k allows (1.3) to be written in the form
 log ((W.Z - A)/k)
 where k = e.~y. In Hodges (1985b) the value of A played no essential role except that for a contour to exist, it must differ from zero. Yet its natural value, were it not for the problem of finding a contour, would be zero. This anomalous feature can now be eliminated, by noting that the logarithmic factor, with A = 0, appears as the result of integrating the chain of primitive elements in (1.2). It has now been shown that if this chain is used to replace the logarithmic factor (1.3), a contour does emerge within the larger space thus defined. Using t his idea, massive fields can then be constructed out of the the primitive pole and boundary elements, augmented by the use of just one further ingredient, simple poles of the form (Iui)XnZ0 - m)~\ (IapWaYp - m)" ' which have the effect of forcing eigenstates of mass.
 If we replace these poles by boundaries on (lnpXcxZd = m), (Ia(iWaY/) = m), we are led to solutions of the inhomogeneous Klein-Gordon equation (Hodges 1991). Developments of this idea have been brought tantalisingly close to defining the Feynman propagator, but not yet quite correctly. The sign ambiguity in t in; k has still to be fixed, however, and this freedom may close the gap. It is possible that the sign of the k has a geometric content which only begins to play a role in these larger diagrams: a choice of sign is equivalent to a choice between positive and negative halves of twistor space, and so may be connected with a subtle asymmetry in time direction. A further motivation for this line of enquiry is that we may expect to find a reflection in the twistor diagram calculus of the mechanism in t he Standard Model whereby Yukawa interact ion with the constant part of the Higgs field acts as the origin of mass. Hence we might obtain a new geometric insight into mass. The emergent structure does indeed appear to have the potential of turning the formal Lagrangian manipulations of the Standard Model into a finite calculus.
 The research described above involves difficult integrals of high dimension, but there is an underlying simplicity of purpose. Existing results suggest that the very small repertoire of inhomogeneous poles and boundaries as described, together with some further features relevant to eigenstates of mass, will suffice to represent all QFT scattering amplitudes in a manifestly finite manner.
 There is much more that can yet be done to probe the structure of second order amplitudes, but it is probably not possible to go much further with explicit calculations to yet higher orders. Rather, the ever more pressing and promising
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 task is to uso the second order examples to identify an underlying generating principle, analogous to a Lagrangian. (A suggestion for the possible form of such a principle was given in Hodges ct al. (1989).) This should reduce the diagram calculus to something more like a combinatorial scheme, as Penrose originally intended. The more examples of specific amplitudes known to fit a consistent and elegant pattern, the more certain it seems that such a generating principle must exist. The smaller and simpler our repertoire of elements in the calculus, the better hope of relating them to a combinatorial structure. The diagram elements are not the same as those originally suggested by Penrose, but the guiding spirit is unchanged. To an extraordinary degree, the diagrams themselves are the same in form, albeit re-interpreted, as those that he conjectured so long ago.
 The twistor programme as a whole is intended for the unification of Q F T and gravity through twistor geometry, and the twistor diagram programme must be seen in this light. Encouragement can be drawn from the fact that the inho-mogeneous elements use twistor space in a way that has no simple space-time analogue. Further, noil-projective twistor space also plays a role in Penrose's most recent ideas for the description of curved space time. There is the pos-sibility of a connection between these hitherto separate lines of enquiry. I end with the hope that the conjectures and formal expressions for the description of curved space-time prove to be as well justified as those made 25 years ago for quantum field theory, but that the interpretation and vindication will not take quite so long.
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 Geometric Models for Quantum Statistical Inference
 D o r j e C. B r o d y Dlackett Laboratory, Imperial College, South Kensington, London SWT 2DZ
 a n d
 Lane P. Hughston Merrill Lynch International, 25 Ropemakcr Stiv.et, London EC2Y 9LY
 and King's College London, The. Strand, London WC2R 2LS
 1 Introduction Our purpose here is to draw attention to an interesting relationship that can be shown to hold between (a) information geometry, and (b) quantum geome-try. By 'information geometry', we mean the natural geometry associated with families of probability distributions. This is a subject that goes back more than half a century to the pioneering work of Rao (1945), who showed that the Fisher information matrix associated with a parametrised family of probability dis-tributions gives rise to a natural Riemannian metric on the parameter space. This then allows one to speak in a precise way of the 'distance' between two probability distributions, an idea that turns out to be useful in problems of sta-tistical inference. An extensive literature has thus developed, following this line of enquiry, on applications of differential geometry to statistics (see, e.g., Amari (1985), Barndorif-Nielsen el al. (1986), Murray and Rice (1993)). By 'quan-tum geometry', on the other hand, we mean the geometry of the manifold of states associated with a given quantum mechanical system. In particular, we consider the manifold of 'pure' states associated with a given complex Hilbert space. This is the space of 'rays' through the origin in the Hilbert space, which has the structure of a complex projective space. It is known that the usual rules of quantum mechanics allow one to construct a natural metric on this space, namely the Fubini-Study metric, the specification of which is equivalent to all the familiar structure associated with ordinary quantum mechanics. The signif-icance of this geometry to t he foundations of quantum theory has only begun to be appreciated relatively recently (see, e.g.. Kibble (1978, 1979), Page (1987), Anandan and Aharonov (1990), Cirelli et al. (1990), Gibbons (1992),'Ashtekar
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 and Schilling (1995), Hugliston (1995, 1996), Schilling (1996), Field (1996a, !>)). In spelling out the relationship between these two apparently rather distinct
 geometries, we are able to gain some new insights into the nature of statistical inference, both classical and quantum, and thus shed new light on the nature of the quantum measurement problem. Our most substantive contribution here perhaps is the establishment of a series of higher order corrections to the Heisen-berg uncertainty relations for a pair of canonically conjugate operators. For example, in the case of the measurement of a 'position* parameter q, for which an unbiased estimator is given by an operator Q, with conjugate momentum operator P, where i[P,Q] = 1 with h — 1, we find (cf. Brody and Hugliston (1996)) that
 and also that
 V M ' - 4 \ (P6)(P2) - (/">)2 J
 where P = P — (P) and Q = Q - (Q) represent the deviations of P and Q away from their means. These results act as a nice example of the strength of geometrical methods, which here are used to derive new relations of a physical or statistical character. Indeed, one of our intentions in this discussion is to emphasise the significance of the geometric point of view, which has been applied so successfully by Roger Penrose to numerous problems. Geometry can be used effectively at two distinct levels of scientific reasoning—first, as a mathematical tool, enabling one to arrive swiftly at results that might otherwise seem difficult or obscure; and second, as a means for directly gaining insights into phenomena.
 2 Information geometry A good example of the geometric approach, of relevance to our general argument, is found in Bhattacharyya's (1942, 1946, 1947, 1948) 'geometrisation' of the space of all probability distributions on a given configuration space. Let p(x) for example be a probability density function on the real line, thus satisfying 0 < p{x) < 1 and J p(x)dx = 1. If we take the square-root density £(.x) = y*p(:r), then f £2dx = 1 and we can regard £ as a point on the unit sphere S in a real Ililbert space 0(. If i](x) is another such square-root density function, then we can define a 'distance' function D(£,r;) in 0( for the two distributions corresponding to £(x) and ij(x) by writing:
 V) = \ J £(*) - V(x)]2 dx . (2.1)
 In this case the function known as the Bellinger distance, is evidently just the sine of the 'angle' made between the two Hilbert space vectors £ and >;.
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 At first the idea of taking the square-root of a density function may seem odd, but this turns out to be a natural construction that leads to some useful statisti-cal insights. Physicists will already be familiar with the way in which square-root density functions arise in connection with the wave function in quantum mechan-ics, but may find it surprising that essentially the same construction, along with an associated Hilbert space structure, is known to statisticians.
 It will be useful at this stage to formalise this geometry by the introduction of an abstract index notation for operations associated with the real Hilbert space IK. Thus, if and if are typical elements of DC, we write gab^aVh f ° r
 their inner product. Those elements that satisfy the normalisation condition !)„!,'"(,'' — 1 constitute the unit sphere § in IK. Random variables are represented by symmetric quadratic forms in IK. Thus, if X„i, is symmetric, then
 E(\X\ = Xabeibl9cd^d (2.2)
 is the expectation of Xai, in the state and
 Var^X] = X a c X \ e e / 9 e ! t c i ! (2-3)
 is the variance, where Xai = Xab — QabEf, [A'] represents the deviation of the random variable X„i, from its expectation. For the expected deviation we have Xab€"£b = 0- In slightly more concrete terms, for IK = L2(R) the inner product <fati"'/' ' s the integral j£(x)i](x)dx\ the random variable Xnt, corresponding to the 'position' x is the function x6(x — y)\ and for the mean Xai,(.a(,b we have the integral f f xS(x — y)S,{x)(,(y)dxdy = J xp(x)dx; and so on. Note how effective the index notation (Penrose and Rindler 1984, 1986) is in this context. For more on the abstract index formalism in a Hilbert space setting, see, e.g., Geroch (1971a, b), Wald (1994).
 Now we turn to the definition of the Fisher information and the construction of the Fisher Rao metric. This can be carried out in a nice way in the Hilbert space setting just outlined. First, we need to introduce the idea of a 'statistical model'. By this we mean a parametric family of probability distributions 7>(.t|0'), with parameters {01}, i = 1,2,- • • ,n . Thus in our picture a statistical model can be viewed as a submanifold M of the unit sphere S in a real Hilbert space IK, as illustrated in Figure 1. In a problem of parametric estimation, usually one is given a statistical model M c S , and some data, and the idea is to infer from the data, as best as possible, which point of M corresponds to the 'true' distribution. We would also like to know about the errors likely to arise in making such an assessment.
 Now suppose r(O') is some specified function of the parameters {0'}, and T is a random variable that is an unbiased estimator for the function r(0'); that is, the expectation of T in the state p(x|0') is T(O'). From the 'measurement' (or sampling) of T we gain some information about the true distribution p(x\0'). The errors implicit in such a procedure are expressed in the existence of a fundamental lower bound on the variance of T that is independent of the specific choice of
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 FIG. 1. E m b e d d i n g of a s ta t i s t i ca l m o d e l . A parametric statistical model can be represented as a submanifold At of the unit sphere 8 in a real Hilbert space 0(. A typical point in M can be represented by a vector The metric geometry of induces a natural Riemannian geometry on the sub-manifold At, given by the Fisher-Rao metric.
 estimator. This is given by the Cramer-Rao inequality
 Varp[T) > G " d i T d j T , (2.4)
 where d{t = d r / O O a n d is the inverse of the Fisher information matrix defined by:
 S,> = J pixWdilixWdjlixWdx , (2.5)
 where l(x\0) = hi7?(:n|0) is the log-likelihood function. Note that in (2.4) above, the summation convention applies to the indices i , j . In fact, the following ge-ometrical characterisation can be established, namely that in local coordinates {0'}, the Riemannian metric on M, induced by gabl given by
 % = 4 g a b d i i a d j ( , b , (2.G)
 is the Fisher information. This can be seen, for example, by substituting p(x\0) — [^(.r|<?)]2 in (2.5), then converting the resulting integral expression into index notation. The factor of four is purely conventional.
 Thus we see that the Fisher Rao metric, which in terms of the 'log-likelihood" description (2.5) has a complicated, ad hoc character, arises naturally in a Hilbert space setting, as an induced geometry. If M is a curve (one-parameter statistical model), then the Fisher information
 S = 4 g a b e i b (2.7)
 is four times the squared 'velocity' of £n{0) in S. This is reminiscent of the Anadan-Aharanov (1990) characterisation of quantum mechanical energy uncer-tainty <us the 'speed' of a Schrodinger trajectory through the state space; as we indicate later, the resemblance is not merely a coincidence, but lies at. the heart of the relationship between classical and quantum statistical inference.
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 3 Classical estimation Suppo.sc we have a statistical model M = {£"(0)}, which we assume to be a curve in 8. We wish to estimate, from given data, the value of 0, or more generally a function t(0) for which we have an unbiased estimator '/'„), such that
 = r(0) ( 3 . 1 ) i Sc
 along the curve £"(#). Since r , regarded as a function of , is homogeneous, we can extend its definition to the whole of and thus define the gradi-ent V„r , where V„ = d/()(,"•. In fact, a short, calculation shows that V „ r = 2'-i'Q6£V.</c(i£c£rfi where Tab is the deviation of Tai, from its mean, and as a conse-quence we deduce that the variance of the estimator T is given by
 Var^T] = ^i/n i 'VnrV,,r (3.2)
 on the unit sphere 8. This formula gives us a nice geometrical interpretation for the variance of an estimator. The unit sphere is foliated by surfaces of constant r. For any given state in S, the variance of the estimator is then given by one-quarter of the squared magnitude of the gradient of r at that point. Let us write = d£a/00 for the tangent vector to Now, by the Cauchy-
 Schwartz inequality, clearly {<jabV„TVbT)(gcd(,cZ't) > (£"V„T)2. Since F V ^ R =
 f = Or/dO it follows immediately from (2.7) and (3.2) that Var^T] > f 2 / 4 C i l t
 or equivalently:
 Var.fT] > S - ' ( G ) " , (3.3)
 which is the Cramer-Rao inequality for a one dimensional statistical manifold. A similar line of reasoning in the multi-parameter setting leads to the general result (2.4). It should be apparent that the inequality (3.3) is saturated only when the tangent vector £"(#) is parallel to the normal vector V„r. Families of probability distributions satisfying t his relation are called 'exponential' families. The geometry of such distributions and their multi-parameter generalisations is of great relevance in statistical mechanics (Brody and Rivier 1995).
 Once we take this geometric view of the Cramer-Rao inequality then an interesting extension of it can be obtained by use of higher derivatives of £"(0). Suppose, for example, we consider the acceleration vector A" (6) defined by
 A* = r - ^ ¿ M - n ^ ' o ) • (3.4)
 so A"£a = 0 and - 0. The squared magnitude of V„r is clearly greater than the sum of the squared magnitudes of its projections in the directions of and Aa. Thus, we have:
 v a r e | r i > + M - ? - ; ) ' . ( 3 . 5 ) U 4 e ? n 4A a A n
 v '
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 The first term on the right, is the Cramer-Rao bound, whereas the next term is a second-order 'correction'. Further higher-order terms can be constructed by use of higher derivatives of i'l(0). We call these terms 'generalised Bhattacharyya bounds', since they formally resemble the corrections obtained by Bhattacharyya (1946) in a log-likelihood setting. In general, our higher-order bounds depend on the choice of estimator for t(0). However, as we shall see in the case of quantum statistical inference, some bounds obtained in this way have the remarkable property of being independent of the choice of estimator, thus allowing us to deduce generalised quantum mechanical uncertainty relations without having to sag anything about the joint moments of the relevant conjugate observables.
 4 Quantum geometry Quantum theory is usually approached from a 'complex' point of view, via the familiar notation of 'bras' and 'kets'. Despite its elegance there is a problem with this way of formulating the subject inasmuch as it 'builds in' the complex structure to such an extent that it is impossible to extricate it. For some purposes it. is therefore advantageous to adopt a 'real' point of view in quantum theory, and introduce the complex structure as an 'extra ingredient'. This is the approach we shall take here. We start with a real Hilbert space 3C, assumed even dimensional in the finite case, with typical elements , if £ On we have a metric gai, as before, and also a compatible complex structure given by a tensor Ja
 b
 satisfying J"b-Ib
 c = -f>ac- We require that the metric is Hermitian with respect
 to the given complex structure, i.e., JacJ
 bdgab = {Jai• This implies that the tensor
 = 9ac.JCb i s antisymmetric. With this structure at. hand we can now define the standard 'Dirac product' ( i j \0 between two real vectors 6 'H by
 (v\0 = \va(9ab - . (4.1)
 A real vector can be split into a set of 'positive' and 'negative' parts with respect to the given complex structure by writing = + , with
 C± = \ ( C * i J " b e ) - (4.2)
 The resulting 'positive' and 'negative' spaces can be thought of as the spaces of kets and bras, respectively, and we have (?/|£} = illgnb£.+ for the Dirac product. It is worth noting that in a relativistic theory the decomposition of corresponds to the splitting of a real field into positive and negative frequency parts.
 The Schrodinger equation can also be represented neatly in real terms. This is given by = Ja
 bIIbc£c , where the symmetric Hamiltonian operator //„?, is
 required to be Hermitian in the sense that JacJ
 bdHab = Hc<i- Note that. J"h plays
 the role of the '¿' in the conventional formula c>/|£) = HI|£). Since the actual state of the quantum system does not depend upon the phase of we can modify the Schrodinger equation by removing the 'dynamical' phase, and write
 r = jubfi
 bce, (4.3)
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 where Hub H„t, fli,b(Hcd£c(.''/tcO- Thus it. is only the deviation of the llainiltonian from its mean that affects the dynamics of the Schrodinger tra-jectory on t.he quantum mechanical state space. Two vectors , rf € S are equivalent quantum states if they differ only by a phase. This means we can write, for two equivalent states, that if = c'^;" + c.~ for some real <j>. At each instant of time the solutions of the linear Schrodinger equation and the modified Schrodinger equation (4.3), given an initial state £"(0). differ from one another in this way, where the relevant phase factor is <p = t(H).
 Another way of looking at this is as follows. Given a Schrodinger trajectory on the underlying state space (the projective Ililbert, space) there is a unique lift of this trajectory to the unit sphere 8 in IK such that, at each point along the trajectory, £n is orthogonal to the direction J"^'1. This lift is the trajectory determined by (4.3). It is not difficult to see then that the squared velocity of the curve £"(i) in 8 is
 9 a b C ? = Varz[H\ , (4.4)
 where Var^[//] = //„i,//'',. ' s the squared uncertainty of the energy in the given state, which is constant along a Schrodinger trajectory. Indeed, we have 9ab£a£b — 0 along a Schrodinger trajectory, because HacJ
 cb is antisymmetric
 on account of the Hermitian condition on //„/,. Formula (4.4) is the Anandan-Aharanov (1990) relation, which equates the 'speed' of a quantum trajectory in its state space with the associated energy uncertainty.
 5 Quantum statistical estimation Now we are in a position to formulate the problem of parameter est imat ion in a quantum mechanical context. The interesting point here is that by developing quantum theory in terms of a real Hilbert space we arc able to apply our 'classical' estimation theory more or less directly—the essential new features arising in the quantum mechanical case come from the fact that we supplement the real Hilbert space with a compatible complex structure.
 The quantum measurement problem can thus be posed as follows. Suppose we are given a number of independent, identically prepared quantum mechanical systems, and assume that the 'true' state of the system in each case belongs to a specified submanifold of the state space. The problem is by making a set of measurements on the various independent systems to determine as best as possible the true state in which these systems have been prepared.
 For example, suppose we have a large number of independent, identical sys-tems, each of which evolves from some init ial state £"(0) under the influence of the Hamiltonian //„{,. The problem is to estimate how much time t has elapsed since the initial preparation. Let T„b be an unbiased estimator for the time pa-rameter, so Ta(,£
 a£''/(7C,/£C£<' = t along the trajectory £"(i)- This is not quite the same thing as assuming Tai, is a 'time observable'; we merely require a symmet-ric operator with the property that for any initial state £"(0) the expectation of Tab ¡n the state £"(<) is t (cf. Holevo 1982). Our strategy will be to lift the
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 H
 Fie . 2. Q u a n t u m s t a t i s t i c a l e s t i m a t i o n . The unit sphere S in a real Hilbert space 'H endowed with a complex structure projects down to a complex pro-jective Hilbert space P('J() which is the quantum mechanical state space. A Schrodinger trajectory Ai in P(IK) lifts to a unique statistical manifold M* in § which is everywhere orthogonal to the 'Cauchy-Riemann' direction.
 Schrodinger trajectory from the state space to the unit sphere S in 9( via (4.3), and to regard the resulting curve as a one-dimensional statistical model in 3t", as illustrated in Figure 2. Then the Cramér-Rao inequality (3.3) applies, and since by (4.4) the Fisher information in this case is S = 4Var i[ / /] , it follows that
 which is the Heisenberg relation for energy and time, the relevant time variable being the estimator Tab- In this case the random variable Hab is involved in the determination of the relevant statistical manifold, whereas the random variable Tab acts as an estimator for the position on that manifold. This is different from the 'usual' interpretation of (5.1), which might, for example, make reference (albeit vaguely) to a 'simultaneous' measurement of Tai, and Hab• The point here is that even assuming the state lies on the given Schrodinger trajectory determined by //„&, there is still a lower bound on the variance of the estimated time elapsed, given by (5.1).
 6 Higher order variance bounds Let. us now apply our theory of generalised Bhattacharyya bounds to the quan-tum estimation problem. First, we recall that the usual Heisenberg relation for a pair of conjugate operators is actually a special case of a more general relation
 where {7', I f } is tlu? anticommutator of T and H. This term is usually dropped, since in general it depends in a complicated way on the relationship of 7" and H, i.e., on their covariance, unlike the commutator term. Nevertheless, the bound
 Var€[T]Var€[JÏ] > \ , (5.1)
 Varçir]Va r i | / / ] > J ( l + | (£ |{7\ / / } | 0 | 2 ) . («•I)
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 ((¡.1) can In? reproduced satisfactorily in the present framework by noting that
 g V Q r y 6 r > ^ + — , (b.2)
 since and = J \ £ a are necessarily orthogonal. A short exercise then shows t hat the second term on the right gives rise to the familiar anticommutator term. This is a good example of a generalised bound that depends on the 'choice of estimator', and therefore is in general not so useful. That is not the end of the story, however, since we can go to higher order instead, and consider the second order correction
 e i , VaVa
 where if is the component of ( a orthogonal to C"i a » d ( a , given by
 7 f = _ ^ o _ ( g 4 )
 Note that = 0 and (aCa = 0 automatically ;us a consequence of the modified Schrodinger equation. The second term in (G.3) can be evaluated if we make use of the identity Tabt"^ = U7ab€Q£6 + k, where k is a constant. Then after a short exercise we find
 VarciTlVar« [/ /] > - ( 1 + ^ = = | , (6.5) U 1 ~ 4 V ( / / ' X / / 2 ) - ( t f 3 ) 2 - ( H 2 ) 3 J y '
 where (H") denotes the n-th central moment of the Hamiltonian in the given state. The denominator in the second term is essentially the 'curvature' of the Schrodinger trajectory in the ambient space S, which is guaranteed t.o be positive by a well-known statistical identity.
 Another bound can be obtained by consideration of the third order Bhat-tacharyya style correction given by B"\'l,r/(BaBa)
 1^2 associated with the vec-tor B" defined by Ba = -(£b £b/£c£c)Za, which, as a consequence of (4.3), is orthogonal to (," and The evaluation of the correction is facilitated if we take note of the relation 2Tab £," = -3(j„b£,atb- A short calculation making use of the identity gabC
 MZb{n) = ( # 2 n ) , where £ a ( , , ) is the n-th derivative of the modified Schrodinger trajectory, then leads us to the desired result, namely:
 V a r . m V a r d / / ] > \ ( l + f » ^ | . (6.6) U ' 51 1 4 V (H6)(fP) - (//•')2 J V
 The expression in the numerator of the correction term is the fourth cumulant of the distribution for / / , which is a measure of the deviation from a normal
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 distribution; the denominator on the other hand is guaranteed to be positive by the Cauchy-Schwartz inequality. Further higher order corrections, depending ordy upon moments of H, can be constructed analogously, and indeed similar results hold for any pair of conjugate operators.
 7 Quantum geometry vs information geometry The results sketched out above will indicate some of the richness of the relation-ship between classical and quantum statistical estimation that becomes apparent once we take a geometrical point of view, and, in particular, formulate matters in terms of an underlying real Hilbert space geometry endowed with a complex structure. The importance of complex structures in the foundations of physics is another recurrent theme in Roger Penrose's work, and it is interesting to see how this crops up here in a new approach to the quantum measurement prob-lem. in the case of information geometry the concept of a statistical model is introduced as a submanifold of the unit sphere in a real Hilbert space, and the induced metric is the Fisher-Rao metric. When t his structure is augmented with a compatible complex structure, then we can form the corresponding projective state space of quantum theory, with the Fubini Study metric, and for a quan-tum statistical model we consider a submanifold of that space (see Figure 2). The approach outlined here can be contrasted with the density matrix based methodology examined by Ilelstrom (1976), Wootters (1981), Malley and Horn-stein (1993), Braunstein and Caves (1994), and others. In the examples noted in the previous sections we have seen how the resulting theory can be applied in the case of Schrodinger type trajectories to obtain sharpened Heisenberg bounds. Another example of a natural submanifold of a quantum state space is obtained if we look at the projective Fock space associated with an ensemble of bosons— for example, the many-particle photon space of quantum electrodynamics. In that situation, the complex structure is given by the splitting of these fields into positive and negative frequency parts, and the appropriate submanifold, which is of interest in the theory of quantum measurement in electrodynamics, is the space of 'coherent' states. These states are in one-to-one correspondence with classical fields, and there is an associated probability operator valued measure-ment. In this case the induced metric on the submanifold is flat. (Field 1996a, b), corresponding to the linearity of the associated classical theory. The statistical geometry of the resulting configuration is thus very intriguing, and also forms a natural springboard for the investigation of relativist.ic aspects of the theory.
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 Abstract This paper discusscs Penrose spin networks in relation to physics and
 low dimensional topology.
 1 Introduction This paper is an introduction to the relationship between Penrose spin networks and structures in physics and low dimensional topology. The paper is organised as follows. Section 2 discusses the theme of networks and discretization. Sec-tion 3 introduces the bracket model for the Jones polynomial invariant of knots and links. In Section 4 we show how the bracket state model is a natural gener-alization of the original Penrose spin networks, and how this model is related to the Quantum group corresponding to SL(2,C). In particular, we show how the binor identity of the spin networks, the skein identity of the bracket polynomial (at a special value) and the trace identity
 ti(AB) + tT(AB~l) = tr(i4)tr(B)
 of SL(2, C) are really all the same. The section continues with a discussion of the role of these generalized networks in low dimensional topology. In particular we discuss the relationship of these nets with the evaluation of the Wit ten-Reshetikhin-Turaev invariant of 3-manifolds and corresponding relations with quantum gravity theories (Regge-Ponzano in 2+1 and Ashtekar-Smolin-Rovelli in 3+1) .
 2 Networks and discrete space In topology and geometry it is common to think of spaces defined in terms of point sets or (local) coordinates. It is also possible, particularly in topology, to specify a space by purely combinatorial data, a network, a graph or a code. Knot theory provides a good example of this combinatorial approach with its systems of diagrams drawn in a plane. The knot diagrams are not knots. They are in-structions for building einbeddings of knots in three-dimensional space. They are
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 a graphical notation for the topological relations in the knot. Transformations of this graphical notation can encode corresponding topological transformations on the knots, and problems in topology can be reformulated in terms of the category of diagrams.
 Diagrammatic discretizations of this sort can handle non-topological proper-ties of space as well. For example, a diagrammatic notation for scalar product and vector cross product can be used to prove identities for the triple vector cross product. This notation is based on regarding the networks as representa-tives for abstract tensors so that a triple vertex corresponds to a three-indexed epsilon. Here the networks can be viewed alternately as geometrical or algebraic. In formalising these notions one naturally finds that the switch of viewpoints from diagrams, to algebra, to corresponding geometry, to evaluations of con-tracted tensors all constitute functors among the different categories represented by these concepts. The network appears as a locus for the application of a med-ley of functors. The network replaces the old concept of space. That space is one of the possible targets of the many functors that extract information from the network.
 In this way space, time and the idea of place and coordinate fade away to be replaced by networks and processes that unfold into both the spaces and the evaluations (partition functions, amplitudes) that elucidate the geometry and topology associated with them.
 In this essay we shall see these themes illustrated in relation to knot theory, low dimensional topology and a generalization of the original Penrose theory of spin networks.
 3 The bracket state summation and the Jones polynomial In 1984 Vaughan .Jones instigated a revolution in knot theory by discovering a new polynomial invariant (Jones 1985) of classical knots and links. His invari-ant can distinguish many knots and links from their mirror images, a capability that goes beyond the Alexander polynomial, discovered in the 1920's (Alexan-der 1923). The Jones polynomial was, from the outset, related to statistical mechanics and to von Neumann algebras. In 1985 the author discovered (Kauff-man 1987) a model for the original Jones polynomial as a partition function defined in terms of combinatorial states of the link diagram.
 This partition function will be referred to as the bracket state model for the Jones polynomial. It is the purpose of this section to describe the bracket model. The next section will show how this model is a perspicuous generalisation of the binor calculus of Roger Penrose (1971). The binor calculus forms the underpinning of the Penrose theory of spin networks.
 In order to do this, we first digress on the combinatorial moves (the Reide-meister moves) that describe the topology of knots and links.
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 ¡3.1 The Reidemeister moves
 In the 1920's Reidemeister (Reidemeister 1933) discovered that three basic com-binatorial moves on link diagrams suffice to capture the concept of ambient isotopy of knots and links in three-dimensional space. Two links are ambient isotopic if there is a continuous family of embeddings connecting one to the other. Reidemeister proved that two (tame or piecewise linear) links are ambi-ent. isotopic if and only if diagrams for each can be transformed into one another by his moves. See Fig. 1 for a depiction of the Reidemeister moves.
 It is convenient to have terminology for the equivalence relation generated by the second and third Reidemeister moves. This equivalence is called regular isotopy. One reason for singling out this particular equivalence relation is that it can be used to model the topology of so-called framed links. A framed link is a link that is equipped with a non-vanishing normal vector field. Equivalently, a framed link can be understood as a link where each component, is an embed-ded orientable band. By thickening (in the plane) the planar pictures into such bands, we obtain a framed link. Regular isotopy preserves the framing. Replace-ment of the first Reidemeister move by the move I' shown in Fig. 1 results in a diagrammatic model for the topology of framed links.
 / ' . - " c y — - ~ —
 a . ; > c ~ < c
 The bracket polynomial is based on the structure of the two smoothings at a crossing in a knot diagram. At a given crossing there are four local regions. Call two out of the four local regions a pair if they meet only at the vertex. Call the pair that are swept out by a counterclockwise turn of the overcrossing line the A-pair. Call the remaining pair the B-pair. The A-smoothing is the smoothing that joins the local regions of the A-pair. The B-smoothing is the smoothing that joins the local regions of the B-pair. See Fig. 2 for an illustration of this basic distinction.
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 > B
 : A
 > + D }
 F I G . 2 .
 The three-variable bracket polynomial is defined on link diagrams by the following formulas:
 (1) (K) — A(I<|) + B(I<>) where I<\ and A\> are two diagrams obtained from a given crossing in K by smoothing the crossing in the two possible ways illustrated in Fig. 3 with an A-smoothing in Ky and a B-smoothing in K2.
 (2) (AT [J D) = d(K) where D denotes any Jordan curve that is placed into the complement of the diagram K in the plane.
 (3) (D) = 1 for any Jordan curve D in the plane.
 Here the small diagrams stand for otherwise identical parts of larger diagrams, and the second formula means that any Jordan curve disjoint from the rest of the diagram contributes a factor of d to the polynomial. This recursive description of the bracket is well-defined so long ¡is the variables A, B, and d commute with one another.
 The bracket can be expressed as a state summation where the states are obtained by smoothing the link diagram in one of two ways at each crossing.
 F I G . 3 .
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 A smoothing of type A contributes a vertex weight of A to the state sum. A smoothing of type B contributes a vertex weight of B to the state sum. The norm of a state S, denoted ||.S>||. is defined to be the number of Jordan curves in S. It then follows that the bracket is given by the formula
 (K) = Es(/C|5)(/ll-s'11-1
 where the summation is over all states S of the diagram K, and {K\S) denotes the product of the vertex weights for the state S of K.
 In the variables A, B and d the bracket polynomial is not invariant tinder the Reidemeister moves. However the following lemma provides the clue to finding a specialization of the polynomial that is an invariant of regular isotopy, I he equivalence relation generated by the second and third Reidemeister moves (Reidemeister 1933).
 L e m m a 3 . 1 Let K.. denote a diagram with the local configuration shown in Fig. Let A',, and K), denote, the two local smoothings of this configuration as shown also in Fig. Jt. Then
 (I<..) = AB{KV) + (ABA + A2 + B2)(Kh).
 P r o o f The proof is omitted. •
 X > d A . . I<h K v
 ( Z X Z ) = AB( C I ) + (ABd + A2 + B2) ( > = < )
 F I G . 4 .
 Since I<v is obtained from A'., by a second Reidemeister move, it follows that (K) can be made invariant under the second Reidemeister move if we take B = A~l, and d = —A2 - A~2. In fact, with this specialization, (K) is also invariant under the third Reidemeister move, and it behaves multiplicatively under the first Reidemeister move. This allows the normalization
 fK=(~A3rwW(i<).
 f x is an invariant of ambient isotopy for links in three-space. Here w(K) is the sum of the signs of the crossings of the oriented link K.
 T h e o r e m 3.2 . ( K a u f f m a n 1987) fK(t~1/A) = VK(t) where VK{t) is the orig-inal Jones polynomial (Jones 1985).
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 This completes our description of the connection of the bracket state model with the original .Jones polynomial. On the knot theory side this new invariant was and is particularly exciting because of its ability to detect t he topological difference between many knots and their mirror images. Furthermore, there is still no counterexample known to the conjecture that the Jones polynomial can detect knots. That is, there is no known embedded circle I< in three-dimensional space with K actually knotted and Vx(t) = 1. On the interdisciplinary side, the connections with statistical mechanics and other areas of mathematical physics invoke an intriguing and deep mystery story that is still unfolding.
 4 Spin networks The original Penrose spin networks (Penrose 1969, 1971) were devised to create a diagrammatic and combinatorial substrate for the recoupling theory of quantum mechanical angular momentum. The key to these diagrannnatics is a system of abstract tensors based on the properties of a classical epsilon (the definition will be given below) and adjusted to obtain topological ¡»variance under planar deformations of the diagrams. It is this adjustment in the direction of topological invariance that makes these networks a special case of the bracket state model for the Jones polynomial (Kauffman 1992).
 The classical epsilon is defined by the equations f 12 = 1, f2i = — 1 and e tj = 0 if i = j. The indices are in the set {1,2}. Note that the Krouecker delta is defined by the equation 6„t, = h"h = <5° = 1 if a = b and 0 if a f- b. Epsilons and deltas are related by the fundamental equation
 e a b t c d = 6ac6
 b -
 We shall refer to this equation as the epsilon identity. It is natural to diagram this relation by letting a vertical line represent a single Krouecker delta, a cup (a local minimum, see Fig. 5) represent an epsilon with upper indices, a cap (a local maximum, see Fig. 5) represent an epsilon with lower indices. Note that in such a convention ¿"¿b
 t is represented by vertical parallel lines, while 6$6b is represented by vertical crossed lines. The key to topological invariance is that the cups and the caps should satisfy the cancellation to a delta as in
 CAPa,CUP'b = Sb
 (with implicit summation over i). This is accomplished in this formalism with
 CAPnb - ic,,!,,
 CUP°b = if.ab.
 Here i2 = — 1. Finally it. is convenient to introduce a minus sign at the crossing of two diagrammatic lines. With these conventions we obtain the binor identity as illustrated in Fig. 5. The reader will note that this identity is exactly the exchange identity for the bracket polynomial when A = — 1 = B and d = —A2 —
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 A~2 = —2. Note particularly that the loop value - 2 coincides with the loop value in abstract tensors as shown in Fig. 5. This loop value is CUP"''CAPab (summed on a and l>). The binor identity is the biisis of the original Penrose spin nets.
 a b
 \ J . A - ,ah , _
 = U = ieab = . (I b
 = £ «0 / ; = " 2 ' a./, n —
 = 0.
 F i e . 5.
 The use of the epsilon tensor in the spin networks is directly related to the group Sly(2, C). The algebraic reason for this is that for any 2 x 2 matrix P with commuting entries,
 P ( P ' = det (P)e
 where c is regarded as a 2 x 2 matrix, and P' denotes the transpose of the matrix P. Thus SL(2, C) is the set of 2 x 2 matrices P over C such that
 PeP1 = e.
 The e identity that, is at the basis of the binors is then easily seen to be the source of the following fundamental lemma about SL(2,C):
 L e m m a 4 .1 If A and ¡3 arc. matrices in SL(2.C) and tr denotes the standard
 matrix trace, then
 tr{AB) + t . r ( . 4 / r ' ) = tr( / i ) tr(B).
 P r o o f In t his proof we will use the Einstein summation convention for repeated indices (i.e. we sum over all values in the index set. {1 ,2} whenever an index
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 occurs twice in a given expression). Note that it /I is in SL(2, C), then At A1 = c. Therefore A = - « ( / l ' ) - 1 * - Thus
 tr(AB) = AlkDkl
 = ~ A , r e r s ( ( C ' ) - 1 ) s / e i ,
 = -A,rUBl)-l)sl(trstli)
 = -Air((B')-l)al(6rl6s,-6ri6al)
 = - A i r i i B T ' U i r i S s i + . 4 , , . ( (£ ' ) - '
 = - A,,((B')->),, + AiiUB')-1),,
 = -tr(AB-l) + tr{A)tr{B~l).
 This completes the proof.
 R e m a r k This lemma shows that the SL(2) identity tr(ylB) + tr(/ lZ?_ I) = tr(i4)tr(J5) is essentially an matrix algebraic expression of the binor identity, and hence equivalent to the corresponding identity for the bracket polynomial at the special value A = — 1. From this point of view, this explains the relationship of the bracket polynomial with SL(2,C) that is found in the work of Bullock (1996). It also suggests the possibility of generalising Bullock's work to the corresponding quantum group, just as the introduction to the variable A into the bracket polynomial corresponds to the movement from SL(2,C) to the quantum group. (See Kauffman (1991) for more details on t he relationship of the bracket polynomial to the SL(2) quantum group.)
 The bracket polynomial provides a natural generalization or deformation of the classical spin networks where the polynomial variable /I becomes a deforma-tion parameter. In fact, this mode of generalization carries over on all levels of the structure. The group SL(2, C) naturally associated with the spin networks is generalizerl to a corresponding quant mil group (Hopf algebra). The llat networks projected into the plane become woven networks in three-dimensional space. The symmetrizers and apparatus of recoupling theory have braided analogues that can be expressed purely diagrammatically and in terms of the quantum groups. For the details of this theory the reader can consult (Kauffman 1991; Kauffman and Lins 1994; Carter c.t al. 1995; Crane c.t al. 1997; Carter et al. 1997).
 One of the key facts about the classical spin networks is the Penrose Spin Geometry Theorem (Penrose 1969) which states that for sufficiently large and well-behaved networks, the properties of three-dimensional space (in particular properties of angles) begin to emerge of their own accord from the network structure. In this way the networks provide a combinatorial background for the emergence of properties of space and time. The emergence of space-time from such networks is not yet fully articulated.
 With the Spin Geometry Theorem in mind, it is quite significant to see what, is added by going to the topological spin nets wit h their deformation parameter
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 A. When A is a root of unity, the topological networks can be used to describe invariants of three-dimensional manifolds. These invariants are defined in terms of surgery on links in three-space, but the prescription of the three-manifold structure is actually purely combinatorial in terms of the link diagrams. The evaluation of these diagrams in terms of topological spin networks is accom-plished via generalized recoupling theory, and it expresses everything in terms of evaluations of trivalent networks with appropriate spin assignments on their edges. In this way, certain small spin networks encode deep topological proper-ties of three-dimensional manifolds. These results should be regarded as adding another dimension to the philosophy behind the Spin Geometry Theorem.
 The first combinatorial appearance of these three-manifold invariants was in the work of Reshetikhiii and Turaev (1991) who showed how to construct invari-ants of three-manifolds from invariants of knots and links by using the represen-tation theory of quantum groups. In the case of the quantum group associated with SU(2) (equivalently SL(2,C)) it is possible to rephrase the Reshetikhin Turaev work in terms of spin networks associated with the bracket polynomial. It is to this version of the invariant that we refer when we speak of the spin network invariant of three-manifolds.
 Simultaneously and independently of Reshetikhin and Turaev, Edward Wit-ten devised a presentation of three-manifold invariants via functional integrals. Witten's work adds a significant dimension to the spin network approach. Ilis integral formula is expressed as follows:
 The integration is over all gauge potentials modulo gauge equivalence for SU(2) gauge at the fundamental representation. A is a gauge potential on three-dimensional space with values in this representation of SU(2). The Lagrangian,
 provides the formally correct weighting factor against which to integrate the Wilson loop, tr[Pc*k a), to obtain a function Z(M3,K) of a three-manifold M containing a link K. This function is, up to a normalization related to framing, an invariant of the three-manifold, link pair. We shall refer to Z(M:\ K) as t he Witten invariant of the three-manifold. In particular, we shall write
 for the corresponding functional, defined on a three-manifold without a specified link embedded within it.
 The functional integral is, at this point, in time, a purely formal approach to this invariant of links and three-manifolds. Nevertheless it does follow from Wit-ten's work that, the invariant under discussion must be identical to that invariant
 Z(Ma,I<) = / dAeW^'M^WWhriPe'«*).
 Z{M3) = I dAe( ik/A*)!M tr(/ld/t+(2/3)/t3)
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 that we have described as computed from generalized spin networks associated with the bracket polynomial. (If A e**/2r, then the coupling constant k in Wit ten's integral corresponds to r (up to a lixed linite shift).) The verification of this fact is indirect, relying on an understanding of the behaviour of the Witten invariant under surgery on links in the three-manifold. It is an open problem to derive this relationship between the Witten invariant and the spin network invariant by an appropriate discretization of the functional integral. Such a derivation would shed light on the nature of both the spin networks and the integration process.
 Once the invariant has been expressed in terms of the functional integral, many conjectures and relationships about the spin network evaluations come forth. For example, the large k limit of the functional integral is asymptotically approximated by sums over Hat gauge potentials, leading to specific formulas for t he asymptotic approximation of the spin nets ¡us the order of the root of unity goes to infinity. See (Freed and Gornpf 1991; Jeffrey 1992; Lawrence 1995; Rozansky 1995). These conjectures have been verified in many special cases, but the general problem remains open. It is quite possible that this problem will be elucidated by an appropriate generalisation of the chromatic method of spin network evaluation (Penrose 1971; Kauffman 1992; Kauffman and Lins 1994).
 Another remarkable relationship is noted by Witten (1988/89). The prod-uct of Z(M3) and its complex conjugate can be expressed as an integral that naturally interprets as a functional integral for 2-1-1 quantum gravity with a cosmological constant:
 \Z(M3)\2 = J dAdB(i(lk/'U)l »d/»«M+C2/3)>t3-iM£M2/3)B3)
 = J deduea "(cft+tVaje3)
 where e = (k/8ir)(A - B), u = ( 1 / 2 ) ( A -I- B), R = du> 4- w2 and A = ( 4 n / k ) 2 . Here c. is interpreted as a metric, while w is interpreted ¡»s a connection so that R. is the curvature.
 We know that this functional integral is a topological invariant (up to stan-dard normalization) of the 3-manifold M, and furthermore the invariant can be computed by spin network methods from any t.riangulation of A/ via the Turaev Viro state summation (Turaev and Viro 1992) (see also Kauffman and Lins 1994). The first, hint that such a state summation might be related to gravity appeared in the work of Ponzano and Regge (1968), and Hasslacher and Perry (1981). These authors investigated analogous state sums using approxima-tions to classical recoupling coefficients. They found that the state summations give approximations to simplicial quantum gravity in the Regge calculus. The Chcrn -Simons functional integral formulation shown above suggests that there should be a simplicial quantum gravity with cosmological constant that corre-sponds to the topological invariant \Z(M3)\2. This means that there should be
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 an appropriate formulation of 2-1-1 quantum gravity that can be clone simpli-cially and that involves either the deformed spin networks or (equivalent.ly) the (|uantum group corresponding to S'L[2, C) with deformation parameter a root of unity. These are open problems.
 Here we see that 2+1 quantum gravity is related to a three-dimensional topological quantum field t heory. The analogous notion for 3 + 1 quantum gravity is equally tantalizing and even more unfulfilled due to the lack, at the present time, of combinatorial models for topological quantum field t heories in dimension four. For speculations along these lines we refer the reader to Crane and Frenkel (1994), Carter et <d. (1997) and Crane et al. (1997). It. is very inviting to consider the possibility that amplitudes for quantum gravity in 3 + 1 will correspond to relat ive topological invariants of four-dimensional manifolds.
 Finally, we must, mention the long-standing work of Ashtekar. Rovelli and Smolin that starts with the loop representation of the Ashtekar formulation of quantum gravity. In this t heory of quantum gravity the wave functions ij> are functions ij>{A) of (the equivalent of) a gauge potential A on three-dimensional space. Smolin and Rovelli consider the loop transform
 This formal transform rewrites the theory in terms of functional on knots and links in three-dimensional space. Recent work (Smolin 199G) develops quantum gravity directly in terms of knots, links and spin networks. It remains to see how this version of quantum gravity will interface with topological quantum field theories in dimension four.
 A c k n o w l e d g e m e n t This paper is an expanded version of Kauffman (1995). It gives the author pleasure to thank the National Science Foundation for support or this research under NSF Grant DMS 2528707.
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20 The Physics of Spin Networks
 Lee S m o l i n Canter for Gravitational Physics and Geometry, Department of Physics, The Pennsylvania State University, University Park, PA, USA ¡6802 1
 "A reformulation is suggested in which quantities normally requiring continuous coordinates for their description arc eliminated from pri-mary consideration. In particular, since space, and time have there-fore to be eliminated, what might, be called a form of Mach's princi-ple. must be invoked: a relationship of an object to some background space should not be. considered only the. relationships of objects to each other can have significance."
 Roger Penrose, Theory of quantized directions, (1]
 1 Introduction Perhaps the most important, and most robust, result of the study of non-perturbative approaches to quantum gravity is that the space of states of a large set of theories may be described in terms of spin networks |3; 4], which were originally invented by Roger Penrose in the early 1960s [1; 2]. In this contribu-tion I would like to honour Roger by telling the story of how it is that his spin networks, originally invented as a simple model for discrete quantum geometry, have come to occupy a central place in quantum gravity.
 Briefly, a spin network is a graph, whose edges are labelled by the representa-tions of some group, G. Its vertices are associated with finite dimensional vector spaces, whose basis elements correspond to the different ways that the incoming representations can be invariantly combined. In the case that Roger studied, and which has had the most application so far in quantum gravity, the group is SU(2), but generalizations of spin networks have played a role in gauge theories and topological field theory and are under study in quantum gravity.
 After telling the story of how spin networks came into quantum gravity, I will close with a few comments on how they may play a role in future developments.2
 1 smol i nCi phys.psu.ed u 2 This article is condensed and modified from the original version at the request of the
 editors. The original, called "The future of spin networks" may be found on gr-qc and will appear elsewhere. I "'or more information about spin networks themselves, please see the article by l,ou Kauffman in this volume or (1; 2; 4; 7; 17).
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 2 Spin networks in non-perturbative quantum gravity The story of how spin networks entered quantum gravity is a tale t hat, illustrates the unity and interconnections that have existed beneath the surface of contem-porary t heoretical physics, despite the unfortunate divisions into sublields and camps. As Roger has been involved in more than one of the strands of t he story, t his is a story both about his influence and the universality of some of the central ideas that have formed our understanding of gauge fields and gravity.
 The first strand follows Roger's work from spin networks to twistor theory. There he discovered a very curious fact,3 which is the importance of self-duality for an understanding of the dynamics of the gravitational field. For in spite of the fact that the Einstein's equations are duality invariant, the restriction to eit her the self-dual or anti-self-dual sector leads to an exactly solvable system, whose solutions can be described completely in terms of consistency conditions for the existence of certain complex manifolds. The simplification of field equations to the self-dual sector is equally profound and important for Yang-Mills theory, and indeed the self-dual or instanton solutions play an essential role now in both mathematics and physics. By another basic and profound fact all this is related
 - t o another of the strands of Roger's work, which is the expression of general relativity in terms of spinors. This is because the duality transformation in four spacetime dimensions induces chiral transformations that takes left handed spinors into right handed.
 All of this suggested that, the dynamics of general relativity itself might be simplified were it to be expressed in terms of chiral variables. The first, concrete realization of this emerged in two crucial papers of Amitaba Sen, [21], in which he found that the constraints of the Hamiltonian formulation of general relativity took very simple polynomial forms when expressed in terms of the self-dual (or left-handed) parts of the connection and curvature. A number of us puzzled over that paper, but it took Abhay Ashtekar to realize the full import of what it implied, which was in fact the possibility of a Hamiltonian formalism for general relativity, [25], in which the configuration variable was exactly the self-dual part of the spacetime connection, A^", while the momentum variable is the frame field j. In this formalism the constraints take the polynomial forms found by Sen; this then became the basis for much of the revival of work in quantum gravity.
 Not surprisingly, this led directly to a new understanding of the self-dual sector. The already simple formulas of the canonical theory simplified still further when one restricted to the self-dual sector by setting F/X'1 • the curvature of to zero, ¡us was discovered by Ted Jacobson and developed in [2t>] and [27],
 The Ashtekar formalism is sometimes seen to be primarily a development of the Hamiltonian theory, but it led immediately to a reformulation of the Lagrangian approach as well. Indeed, it hid to more than one, as the first action principle in terms of self-dual variables, [28], led the way to the discovery of
 'Also noticed and exploited by Ted Newman and Jerzy Plebanski.

Page 308
                        
                        

The Physics of Spin Networks
 formulations in which the metric does not even appear [25)]. Of course, the Ashtckar formalism had profound implications for quantum
 gravity, but to trace these we must, return to lattice gauge theory. One of the inventors of latt ice gauge theory was Polyakov, who then went on to try to express QCD in terms of loop variables in the continuum [30]. One of the strongest memories I have from graduate school is a seminar given by Sasha Polyakov that he began by announcing his hope to solve QCD exactly by expressing it purely as a theory of loops. A different approach to this idea was also developed by Migdal and Makenko [31]. While Polyakov's hope has not so far been realized,'1 these papers were the inspiration for a number of developments, no less in quantum gravity than in other areas.
 Among these was an attempt to model quantum general relativity as a lattice gauge theory ¡32] in which the spacetime connection played the role of the gauge field. The idea of this early lattice formulation of quantum gravity was to explore non-perturbative approaches to quantum gravity. It was particularly motivated by conjectures of Wilson [33] Parisi [34] and Weinberg [35] that pcrturbat.ively non-renormalizable theories might in fact exist were there to be non-trivial fixed points of their renormalization groups.0
 These were good ideas, but at the time they led nowhere. In fact during the early 1980s most of us working in quantum gravity were wasting our time (or at least spending it poorly, considering what we might have been doing) with various perturbative formulations. My own return to non-perturbative quantum gravity came with work with Louis Crane, most of it never published, in which we tried to develop a background independent form of string theory based on loops variables, which were dual to either the spacetime metric or connection. This work was inspired primarily by the papers of Polyakov and Migdal and Makenko. It was also motivated by work Crane and I had done on quantum gravity on fractal spacetimes, in which we understood that quantum general relativity might exist, if non-perturbative effects lowered the apparent dimensionality of spacetime, as seen by the scaling behaviour of propagators above the Planck scale [37]. As a result, we were looking for a way to describe a non-smooth structure for quantum geometry, in which the effective dimension of space at Planck scales would appear to be less than three, in terms of loops.
 As soon as the Ashtekar formalism appeared, it was clear that this was the way to realize these ideas. The thing to do was to construct some kind of discrete geometry from Wilson loops made from the Sen-Ashtekar connection. First, with Paul Renteln, we made a lattice formalism [38], This has one big disadvantage, which is that it is impossible to realize diffeomorphism invariant states on it [39] but as a tool for understanding both the state space and the action of the Hamiltonian, it has been used to good effect since, most of all by
 •"Except for the case of the large N limit where progress can be made. Recently, in the supersymmetric case this has led to the very interesting developments in terms of matrix models.
 sFor an attempt to realize this in quantum gravity, see [36].
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 Ezawa [40], Loll [41] and Gambini and Pullin ¡42]. Then with Ted Jacobson we began investigating a continuum formalism. There we had a wonderful surprise, which is the discovery of an infinite class of physical states—exact solutions to the Iiamiltonian constraints [43]. Moreover, we found that the Haniiltonian constraint acts in a simple way on states made from Wilson loops, with an action that is concentrated at points of intersections of the loops.
 One key question we faced in this work with Jacobson was what was the actual space of states of the theory. It was clear that the states on which the Haniiltonian constraint had a simple action were not Fock states. This was good as Fock states depend on a background metric, which doesn't exist in a non-perturbative formalism. Even if we could make sense of it, the background metric would interfere? with the action of the diffeomorphisms of space, which are supposed to be the gauge group, just as much as a lattice does. On the other hand, what was the alternative? We knew we didn't want to use a lattice regularization, and we weren't aware of any other choice besides the lattice reg-ularization or Fock space to define the space of states of a quantum field theory. Something new was needed. To invent it, we were guided by simple physical ideas. First, was the physical picture going back to Penrose and spin networks, that at the Planck scale the structure of space and time should be discrete. This picture had been reinforced by the renonnalization group point of view, which suggested that to realize the conjecture that the theory is defined through a non-trivial fixed point, it was necessary that quantum geometry be based on sets of lower dimensionality below the Planck scale.
 Second, we took over the relationship between quantization of non-abelian electric flux and Wilson loops coining from QCD. This picture comes from ideas of Holgar Nielson and others, who had taught us to I liink of the vacuum of QCD as something like a dual superconductor [44). In a superconductor t he magnetic flux is quantized, so the flux t hrough any surface comes only in integer units of a quantum of flux. In confinement we know that the non-abelian electric flux forms tubes whose energy is proportional to their length, which is also the case for the quantized magnetic flux lines in a superconductor. It is then natural to think that in the vacuum t he non-abelian electric flux is quantized.
 Taken together these ideas suggested that a discrete quantum geometry might be something like an idealized form of the QCD vacuum, but without any back-ground structure, so that the flux associated with the spacetime connection would be quantized. To realize this picture, we t hought about working, not with a Fock space, but with a space of states spanned by a basis, each of which was made of finite products of Wilson loops. Thus, we considered the kinematical state space IK*, nemuitcal spanned by the overcomplete basis,
 (2.1)
 where 7* is any finite set of loops and '/'[7, .4] = TrPe - > i s the Wilson loop, or traced holonomy.
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 States of the form (2.1) are exactly those in which the non-abelian electric field (lux is quantized. That is, if we identify t he operat or for uon-abeliau electric flux through a surface S as E(S), then we have
 ¿ ( S ) ^ ( / l ) = / n i [ 7 ) S f * 7 ( y l ) (2.2)
 in the case that there are only simple intersections of the loop and the surface, i.e. the loop does not intersect itself at the surface. (Here Ini\7,5] is the intersection number of the loop and the surface.)
 It, was thus natural to think that t he discrete states (2.1) represent a discrete g<x>metry. Furthermore, it was obvious immediately that if the diffeomorphism c onst raint could be solved 011 t his space of states, the resulting set of states would be labelled by difTeomorphism classes of loops, which is to say knots, links and, most generally, networks [45]. Thus, knot theory immediately emerged as being important for understanding the state space of quantum gravity!
 These ideas were later formalized by people more mathematical than our-selves, in the language of rigorous quantum field theory [46; 47; 17].° Bui I think it is important to emphasize that the roots of these constructions were in these simple physical ideas, which came from QCD, ^normalization group arguments, and speculations about the Planck scale.
 In fact, it took several years to realize the whole picture. For one thing one had to give a good definition of the operator E(S). Formally it; looks like,
 E(S) = J \JEf E^nniib (2.3)
 where nlt is the unit, normal of S. The problem is how to define the operator product and square root. To do this OIK; needs a regularizat ion procedure, and all known regularization procedures depend on a background met ric. The question is then whether one can define it through a regularization procedure such that diffeomorphism invariance is not broken, and the operator takes diffeomorphism invariant states to diffeomorphism invariant states. It took some time before a way to do this was found [23]. By this time I had realized that the non-abelian electric field flux (2.3) was none other than the area of the surface S [23]. Thus, in quantum gravity, discreteness of area corresponds exactly to confinement in QCD.7
 c F o r a review of the present s ta te of the mathematical development of these ideas, see [48], For a demonstra t ion of the equivalence of the formulation of Ashtekar, l.ewnndowski, Marlof, Mourau and Thiemann with the earlier formulation of [22; 23; '1; 3], see [49[.
 'It. is very interesting to speculate whether the correct way to formulate QCD rigorously should not he in te rms of the discrete measure [47] which formalizes the notion of ¡1 discrete s t a t e space given in [43]. T h e problem is tha t , before the diffeomorphism invariance is moded out . the space of s t a tes is non-seperable. Th i s corresponds to an unphysical situation in which any displacement at. all of a loop results in an orthogonal state; a-s a result the theory has too many degrees of freedom. On the other hand, QCD, like quan tum gravity, clearly cannot be constructed from Fock space. One interesting conjecture to consider is then tha t QCD cannot be defined rigorously without coupling it to quan tum gravity, so that diffeomorphism invariance reduces the space of spin network s ta tes to a countable basis.
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 Finally, if one puts in all the constants, the Wilson loop of the Sen-Ashtekar connection is actually
 r [ 7 , / l ] = e ° M (2.4)
 where G is Newton's constant. s Thus, the quanta of area is proportional to
 hG = //./„„<*-The second thing was to construct the diffeomorphisni invariant states which
 required the loop representation. The idea to do t his by changing to a represen-tat ion in which the states were functions of loops was due to Carlo Rovelli; once we had the idea it did not take long to work it out [22].9
 Another important operator is the volume of a region of space V[7?.j. It was immediately clear from formal expressions that if it. could be defined it would be a discrete like area and the discrete eigenvalue would count something happening at points where three or more loops meet. This took a long time to work out [23] and it was this problem that led to the introduction of spin networks in quantum gravity.10 Of course, this was known, and even mentioned at times [23] but it. was unfortunately not exploited earlier. The main reason was that, unfortunately, the discovery of physical states .issociat.ed with non-intersecting •loops [43; 22] had pushed the question of what, happened at the intersections into the background—even though it was clear, and emphasized by several people ," t hat the actions of important operators including volume, the ext rinsic curvature and the Hamiltonian constraint were concentrated at the intersections.
 In fact Roger had a lot to do with the realization that spin networks are important for quantum gravity. I was at a workshop in Cambridge trying to define and diagonalizc the volume operator, and at some point realized that maybe the diagrammatic techniques Roger had developed to calculate wit h spin networks could help. I went to him and he showed me some tricks, which I used to find that the trivalent spin networks were eigenstates of the volume operator. With Carlo Rovelli we then worked out the action of all the operators we had on spin network states and found that these were even simpler than in terms of loops. Unfortunately, in the case of volume we got the eigenvalues wrong- they are zero for all the trivalent networks, as was pointed out later by Renata Loll [ 5 1 ] , I n anj' case, we had finally realized that the central kincmatical concept in
 ".Strictly speaking all we know is t ha t G is proportional to Newton 's constant . T h e dimen-sionless constant of proportionality may be thought of as a finite multiplicative renornmlization factor. Such a factor is in any case expected as there ought to be a finite »¡normalization be-tween the bare Planck scale tha t goes into t he kinematics of the theory and the renormalized Planck scale t ha t comes from the macroscopic gravitational interaction. Related issues have been raised by Irnirzi and Kovelli and Thiemann.
 ' T h e loop representation had already been invented for QCl) by Gambini and Trias [50]; a lot of t ime could have been saved had we been aware of it earlier.
 1 0Spin networks s ta tes had previously been used in lattice gauge theory [5; 0] because they give an independent basis for the states of the form (2.1). They were also used in topological lield theory [7; 8; 9) and conformal field theory [10; 11; 12; 13; M] for the same reason.
 11 Especially Berndt Bruegmann and Jorge Pullin. 1 2 And also realized independently by Georgio Imirzi and Michael Reiscnberger.
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 quantum gravity is that t he space of dilfcomorphisin invariant s tates is spanned l>y a basis in one to one correspondence with embeddings of spin networks.1'1
 T h e transformation t o the loop representation can be done directly in the spin network basis [4]. When one mods out. by spatial difTeomorphisms one is left with a s tate space J(,i,ffco which has an independent basis in one to one correspondence with diffeomorphisin classes of imbeddings of spin networks,1'1
 which may be labelled | { 1 } > . Once we had this space it was immediate that there is a space of exact solutions, given by those spin networks without nodes. There are other sets of exact, solutions, which include intersections, some of which have been known for a long t ime [13; 52], others of which were found recently by Thiemann [53; 54]. Thus , it seemed that Polyakov's dream that reducing a theory to loops leads to its exact solutions, is to some extent realized in quantum gravity.
 Is the expression of quantum gravity in terms of spin networks an important idea, or jus t a technical convenience? I believe it is fundamental , probably even more fundamental than the idea that the s tates come from applying a quanti-zation procedure to the infinite dimensional space of connections modulo gauge transformations. There are at least four reasons to believe this. First, we have arrived at a kinematics for quantum gravity that is discrete and combinatorial , and it seems likely that such structures are fundamental, while continuum con-cepts such as connect ions are artifacts of the myth that space is continuous. In fact, at the level of spatial ly diffeomorphisin invariant states t he connect ions have complete ly disappeared. There is only a space of s tates spanned by a basis | r > , where f now s tands for a diffeomorphisin class of spin networks. T h e space of s tates has a natural inner product
 < r | F ' > = NV6VR- (2 .5)
 where AV is a norm which is related to what Penrose originally called the eval-uation of the spin network [55; 1]. At this level all operators are combinatorial and topological , there is no role for a continuum concept such as a connection.
 Second, the diffeomorphisin classes of spin net works are somewhat more com-plicated than the corresponding combinatorial and topological classes. Whi le it might seem at first that the diffeomorphisin equivalence classes of networks imbedded in a spatial manifold are labelled only by their topology and connec-tivity, when t he nodes have sufficiently high valence this is actually not t he case. In t he case of three dimensions, nodes with five or more incident edges require continuous parameters to label their diffeomorphisin classes [62]. If one really believes that the theory is derived from a classical theory in the continuum all these should be included. But if. on the other hand, one believes that the funda-mental structures are discrete, and the continuum is only an approximation, one
 ' 'There have been many calculations of the spectra of volume, area and length. See, for example [10; 55; 50; 57; 58; •11; 59; 60; 61],
 ' 'Note tha t even though we have gotten rid of the dependence on connections, the s tates still are not equivalent under the recoupling identities of ordinary spin networks.
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 might like to consider ;is meaningful only those labels of spin networks which are combinatorial or topological. Of course, the classes labelled by continuous pa-rameters might be needed if any physically meaningful operator was known that measured those parameters, but so far none is known. Moreover, even if such an observable existed, it is likely it could be expressed as well as a slightly less local operator without the continuous parameters. For these reasons it seems best to consider the theory defined by spin networks defined only up to combinatorics and topology.15
 Third, there are difficulties if we take too seriously the idea that the descrip-tion of states and operators in terms of spin networks is in fact t he result of a derivation from the continuum theory. Some of these have to do with difficulties of the diffeomorphism regularization procedures that have, so far, been devel-oped [23; 22; 3; 64; 56; 65; 59; 60; 53]. In all of the proposals so far made, a background metric is introduced which is used to parameterize a family of point split operators. The problem is to define a diffeomorphism invariant operator, which must have no dependence on the background met ric, in the limit that the regulator is removed, bringing the operators together.
 There is a very nice thing about these constructions, which is that when they succeed in constructing a diffeomorphism invariant operator, that operator is necessarily finite [23]. The reason is that any divergence, if present, is measured in units of the background metric. If the result of taking the limit in which the regulator is removed is an operator that does not depend on the background metric it. cannot, be proportional to any divergent quantity; it must, then be finite. In fact, all cases that have been worked out go exactly like this, and this may be counted as one of the successes of non-perturbative quantum gravity: diffeo-morphism invariance is sufficient to guarantee finiteness of operator products, defined through such regularization procedures.
 While this works simply for the case of the area operator, two kinds of prob-lems appear when it is applied to more complicated cases including the volume, Ilamiltonian constraint and IIamiltonians. l f i The first is ambiguity; different regularization procedures result in different diffeomorphism invariant operators. This is of course nothing new, it afflicts all quantum field theories. The second problem is more serious, it is that in these cases one must use highly non-trivial operator orderings in order to achieve a diffeomorphism invariant operator. For instance, in the loop or spin network representation the limit is taken along families of operators that measure various features of the loops at intersections, beyond that information which is gathered by those operators that appear in the naive transcription of the corresponding classical quantity. There can be no ob-
 i 5 A related argument 1I;LS been raised [63] concerning even some of the topological informa-tion, that concerned with the embedding of the network in the spat ial manifold. If t he discrete s t ruc ture is really prior to the manifold, then perhaps imbedding information ought not to play a role in the fundamental theory.
 1 0In the canonical formalism a Ilamiltonian is obtained whenever the t ime part of the gauge invariance is fixed.
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 ject ion, a t least in the loop representation t o the insertion of such operators, but it makes the constructions highly non-trivial.1 ' As a result it is far from clear what real advantage comes from taking seriously the programme of deriving the quantum theory from the classical t heory, especially as the quantum theory is be-lieved in reality t o be the exact description, while the classical description should be only an approximation. It is as if one tried to derive Newtonian mechanics by a sys temat ic procedure from Ptolemy's astronomy.
 Yet another problem is that all forms of the Hamiltonian constraint so far developed have a problem with the continuum limit, in that the physical degrees of freedom are too localized in finite regions of networks, and do not propagate in a way that can lead to long range correlations in a continuum limit [60].
 T h e last reason to take the spin network description as more fundamental than the classical connections is that SU(2) spin networks immediately gener-alize to a large class of cases which furthermore makes contact with conforma! field theory, topological field theory and, t hrough tlieni, t.o string theory. Fur-thermore, the cases that make contact, wit h conforrnal field theory are necessarily related to quantum groups which do not correspond in any exact sense to clas-sical connections.
 3 Future directions In retrospect it is not surprising that spin networks have come to play a cen-tral role in quantum gravity, as this is a consequence of only the kinematical gauge invariances of t he theory, which are rotations of the local frame fields and spatial diffeomorphism invariance. Because of the local frame rotations, which are manifestat ions of the equivalence principle, the degrees of freedom of gen-eral relat ivity, and a large class of generalizations and extensions, including the various versions of supergravity, are connections. But as far as we know, quan-t u m mechanically a connection can only be in one of a few phases. T h e ones that are understood presently arc the Coulomb phase, the Iliggs phase, the con-fined phase and the topological phase. However, both the Coulomb and Higgs phase are incompatible with diffeomorphism invariance. T h i s is because in these phases the connection manifests itself in terms of weakly coupled particles like the photon and t hese require the existence of a fixed background metric for their description. This is necessary both for t h e definition of the s ta te space, which re-quires a spl i t t ing of the modes into posit ive and negative frequency components and for the inner product.
 ' ' In tin- connection representation [43; .17] the situation is not as good because the additional operator dependence needed cannot be expressed in terms of the basic operators involving the connection (and not the loops directly) without additional operator products which themselves need regularization. So it is not clear that an honest point split regularization can be achieved in the connection representation; one may then have no resort but to invent a category of "state dependent" regularization procedures. This problem does not occur in the loop representation because there one ran construct completely well defined local operators that measure the support of the loop directly, such as •> >— I dsy"(s)63 (y(s), x)\"y >.
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 T h e remaining phases, which arc the confined and the topological , may be compatible with diffeoinorphism invariants. T h e reason, essentially, is, as de-scribed above, the discreteness of the quantized electric field flux, which allows s tates to be counted, and hence an inner product to be constructed, in the ab-sence of a background metric.
 1 lowever, exact ly because of this discreteness, a basis of s ta tes for either a confined or topological phase of a gauge theory may be given in terms of spin networks.
 T h e main features of quantum general relat ivity, such as the discreteness of area and volume, all follow from t hese s imple facts. As such, these are purely kincmatical, and do not depend on the assumption that the dynamics of the theory is given by general relativity. At the same time, this reasoning explains why it is that spin networks also play a role in topological quantum field theory. It, also explains why they are also important for understanding conformal field theories, which describe the behaviour of boundary observables in topological quantum field theory. As such, spin networks are likely to play a crucial role in future developments in quantum gravity, which may come from fitting together the different approaches of string theory, topological quantum field theory and non-pert urbative quantum gravity.
 Finally, it must be mentioned that the objects likely to be of importance in future developments are quantum spin networks, which differ from ordinary spin networks in that there are additional phase degrees of freedom associated with twisting the edges [7]. In fact, it is quantum spin networks or, «is they are somet imes called, "ribbon graphs" |14; 18; 19; 20; 21) that come into topological quantum field t heory and conformal field theory. They also come into quantum gravity in the presence of a cosmological constant, [15; 10] and are the key to the role of Chern-Simons theory in quantum gravity [67],
 Interestingly enough, quantum spin networks arise out of deep and basic mathematics , which is the theory of tensor categories [14; 18; 19; 20; 21; (¡8j. From this perspective, they are universal structures that arise in representation theory of rather general structures such as Hopf algebras, which encompass both ordinary Lie groups and quantum groups. However, in the absence of a classical metric or any fixed smooth structure, any non-perturbative quantum theory of gravity is likely to be based on finite combinatorics, algebra and representation theory. T h e fact that, the quantum spin networks are basic to the mathemat i -cal vocabulary of these fields provides yet another, and perhaps the strongest , reason for believing that they are likely to continue to play a basic role in our understanding of quantum gravity.
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21 The Sen Conjecture for Distinct Fundamental
 Monopoles
 G a r y G i b b o n s Departments of Applied Mathematics and Theoretical Physics, University of
 Cambridge, Silver St, Cambridge CB3 9EW, England
 Abstract I review some recent progress in understanding the interactions of BPS
 monopoles for higher rank groups. S-duality predicts the existence of a middle-dimensional square integrable harmonic form on the moduli space of distinct fundamental BPS monopoles of an arbitrary Lie group. These harmonic forms are exhibited and their uniqueness is discussed. The prop-erties of distinct fundamental monopoles are contrasted with those of iden-tical SU(2) monopoles.
 1 Introduction It seems fitting, in a conference devoted to 'Geometrical Issues in the Founda-tions of Science' to illustrate by means of a simple example how the geometrical methods and ideas to which Roger Penrose has made so many contributions may be used to discuss the low energy interactions of k Bogomol'nyi monopoles and hence to check some important and far reaching conjectures concerning the .S-duality of /V = 4 supersymmetric Yang-Mills theory. This is all the more appropriate because
 • The main idea is to work on the <\k dimensional moduli space M*- of classical solutions of the Bogolmol'nyi equations.
 • The natural Riemannian metric on M^ is HyperKahler and thus satisfies the vacuum Einstein equations, i.e. it is Ricci fiat.
 • In the case k — 2 the relative moduli space is four-dimensional and seli dual, i.e. it is the real Riemannian slice of a "non-linear graviton".
 Moreover, given the metric:
 • Classical mechanics corresponds to geodesic motion on Mk, and • (Supersymmetric) Quantum mechanics corresponds to Hodge-de Rham
 theory on Mfc.
 As we shall see, these yield to some elementary techniques familiar to anyone who has studied general relativity.
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 2 S-duality Wo are interested in N = 4 S U S Y Yang Mills theory in four dimensional Min-
 kowski space- t ime. T h e bosonic Lagrangian is
 where the Higgs field <I> is in the adjoint representation of the gauge group G.
 T h e coupling constants c and 0 may be encoded in the complex number
 0 4Tri
 2n
 which takes values in the upper half plane. As a consequence of N = 4 su-persynnnetry, which dictates the fermion content of the theory, r is invariant under the renormalization group flow as is the vacuum expectat ion value of the Higgs field, which we denote by <1» . T h e data G. r , and 'I'^ should complete ly characterize the quantum theory. We are interested in the case of maximal sym-metry breaking when the gauge group G is broken down to its maximal torus Tr, wi th r = rank G. T h e quantum states of the theory are labelled by an electric charge vector e belonging to the root lattice A and a magnetic charge vector g belonging to the co-root lattice A*. T h e vacuum expectat ion value «too may be regarded as defining a vector and an associated orthogonal hyperplane in the Cartan sub-algebra. T h u s there is a unique set of s imple positive roots fl\ and co-roots ¡3* — J*'^ . One has
 e = ^ n | e ) A (2-3) t
 and
 where are integers. T h e mass M of all s tates should satisfy the Bogomol'nyi bound
 M> Ke + r g ) . » « , ! . (2.5)
 States attaining t h e bound are said to be B P S states and t hey are invariant (in this context) under the action of half of the total supersymmetry generators.
 3 Weak <-> Strong Coupling T h e Olive Mont.onen conjecture as extended by Sen (1994) s tates that the group .S'L(2,Z) acts on the quantum mechanical Hilbert, spaces of the set of theories parameterized by r permuting the s tates but preserving the spectrum of the Haniiltonian. T h e action on r is fractional linear:
 r - ^ (3.1) CT + cl y '
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 where the integers a,b,c,d satisfy oh cd = I aiul tin- action on tin; electric and magnetic charges is
 ( » i m \ n < , : ) ) -> (dn[m) - hn{;\-cn\m) + an | c ) ) . (3.2)
 In particular electric states at strong coupling are taken to magnetic states at weak coupling. Note that the Bogomol'nyi bound is invariant under this action of SL{'2, Z) and so ¿'-duality takes BPS states to BPS states. The insight of Sen was to realize that by making a plausible assumption about the electric states at strong coupling one obtains a prediction about weak coupling which may be checked using semi-classical methods. For t he case of two identical 5/7(2) monopoles the predictions have been shown to hold true. For many SU(2) inonopoles the detailed metric is not known but Segal and Selby (1996) have managed, using topological arguments, to establish the existence of at least as many harmonic forms as Sen predicts. Recent, work lias been directed to what turns out to be a more accessible case: that of distinct fundamental monopoles for higher rank groups.
 4 Bound states at threshold The Bogomol'nyi mass formula tells us that the mass of a BPS state associated wit h a positive composite root or, i.e. a positive integer combination of the simple positive roots, is the same positive integer combination of the masses of the fundamental electric BPS states associated with the simple positive roots Mt
 Thus for example:
 M/J.+ft = + M 0 3 . (4.1)
 Therefore at strong coupling k = rank G distinct fundamental electric states for
 which = (1,1 1) may form an electric BPS bound state at threshold. If the ¿'-duality hypothesis is correct then k = rank G distinct fundamental
 BPS inonopoles for which f i ' m ) = (1,1 ,1) should also form a bound state at threshold at weak coupling.
 To see whether this is indeed the case we need to investigate supersyininetric quantum mechanics on the moduli space of classical solutions. In what follows I shall confine myself to tin; simplest case for which G = SU{k + 1). More complicated cases are treated in the papers quoted in the references, in particular three recent reviews of the subject are Lee (199G); Yi (1996); Weinberg (1996).
 5 The moduli space It. is known in general for solutions of the Bogomol'nyi equations t hat, one can take out the centre of mass motion and an overall phase, i.e. Mfc splits isometrically as a product:
 = (R3 x R x (5.1)
 where D is a discrete subgroup of t he isometry group. The relative moduli space M £ l | is also IlyperKahler and its isometry group contains an SO(3) subgroup
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 which rotates the three complex structures / . . / and K. In the case of distinct fundamental monopoles one has in addition a triholomorphic action of the torus group Tk~l. It. is this fact which, by contrast with the much studied case of many identical SU(2) monopoles, allows one t o find the metric exact ly and discuss its properties. It implies that the metrics are determined entirely by the large separation interactions of the monopoles. These are Coulomb like and contain none of the exponential terms which arise in the case of identical SU(2) monopoles from the charge changing exchange of massive vector bosons. Moreover, unlike identical monopoles, the moduli space is topologically trivial. In fact, as we shall see, dist inct fundamental monopoles behave with respect to o n e another, but not with respect to themselves, just like point particles.
 General arguments show that the metric has the form
 ds~ = G,jdr,.dvj + G~l(dOt + W i m . < / r m ) ( < % + Wjn.drn) (5.2)
 where the configuration space metric G,j and the one-forms W „ „ sat isfy a set of linear Lindstrom Rocek-Pedersen-Poon equations and A'1 = arc the Killing vector fields generating the torus action. T h e reduced configuration space coor-dinates r, correspond physically to the relative posit ions of the monopoles and mathematical ly to the moment maps of the torus action with respect, to the three complex structures.
 Because of the torus action geodesies will have conserved momenta or charges <7, associated to the Killing vectors A". T h e motion projected onto the reduced configuration space, i.e. the quotient MJf l , JTK~1 is governed by the effective Lagrangian
 i-eir = 2 G i j Y I - v J - 7)G7J1(I'(I} + 9 . W i m . v m . (5.3)
 It. should be clear that there is exactly as much information in the metric as there is in the effective Lagrangian. Moreover given the metric G , j on the reduced configuration space the Lindstrom Rocek Pedersen Poon equations enable one to deduce the connection forms W T h u s to specify the metric locally it. suffices to give G i r
 T h e case k = 2 is the s implest because the isometry group is U(2). This and the fact that there is a spherically symmetric configuration with two dist inct monopoles sitt ing on top of one another allowed Gaunt let t and Lowe (1996) and independently Lee, Weinberg and Yi (1996a) to use the classification of comple te se l f -dual Bianchi IX metrics to argue that the metric is the self dual Taub N U T metric (with positive mass parameter) on R'1. T h e same result was already known to Council (1996).
 Next Leo, Weinberg and Yi (1996b) proposed (based on work by Manton and myself on the asymptot ic form of the metric for many identical SU(2) monopoles (Gibbons and Manton 1995)) an exact form for arbitrary many dist inct funda-mental monopoles. T h e basic idea is to write down the appropriate Lt.|f by considering the interactions of the monopoles at large separation and then to reconstruct the metric. In the case of identical SU('2) monopoles this only gives
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 the approximate metric at largo separations but in the case of distinct, funda-mental monopolcs Lee, Weinberg and Yi pointed out, that the answer should be exact .
 T h e essential point is to choose an appropriate basis for the relative positions. I'liis amounts to finding a suitable basis in the root space or Cart,an subalgebra
 tk. A basis of roots o a may be chosen with a labelling a = 1 , 2 , . . . , k and consequent ordering such that the only non-vanishing inner products
 A, = - a * a . a l (5.4)
 with respect to the Killing form between any two co-roots are just for those which are adjacent with respect to the ordering. For G = SU(k + 1) one may think of the roots associated to the vertices of the standard Dynkin diagram. The monopolcs interact only if the associated vertices are connected by an edge in the Dynkin diagram. T h e k — 1 relative position vectors r, are associated with the k - 1 edges of the Dynkin diagram. In fact one may identify r, with x n — x;,, where x„ is the physical position of the monopole associated to the root, a„ . In the absence of interactions the metric Gi} on the spatial projection
 K3(fc-1) = : M j ; c l J / ' / * - ' would be flat and given by the ( f c - 1 ) x (k - 1) symmetr ic reduced mass matrix
 Gtj = ii, j. (5.5)
 Note that , for a general set. of monopole masses M a , = ^ f o , .<!> ^ , the reduced
 mass matrix will not be diagonal. To incorporate interactions one adds a
 posit ive diagonal contribution
 ,. <r A, *hag . (5.6)
 o7T r,
 Shortly after the paper of Lee, Weinberg and Yi (1996b), Murray (1996) con-firmed that the Lee,Weinberg and Yi or L-W-Y metric coincides with the natural metric on the set of Nahm data for this problem, that the manifold is t.opologi-cally trivial, and that the metric is complete on R'1^' - 1 1 .
 Recently Goto , Rychenkova and myself (Gibbons el. al. 1996) have provided an elementary construction of the L-W-Y metric as a HyperKahler quotient of the Hat metric on x MA _ 1 w i th respect, to an action of R * - 1 . This construction makes clear the topology and completeness and allows a s imple descipt ion of what happens in the limit, discussed first by Lee, Weinberg and Yi (1996c) when one or more of the s imple positive roots ft becomes orthogonal to the Iliggs expectat ion value. Physically, because the fundamental monopole masses are given by M/)t =
 this corresponds to one or more fundamental monopoles becoming massless and entails a consequent enhancement of the unbroken gauge group to become non-abelian.
 T h e HyperKahler 1 = (/.,, /•_>,... | ) action that we use is of the form:
 <tn '¡n e x p it n (5.7)
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 «',. - U ' n + ^ A , , '"/„„ (5.8) in
 where (<7„,wn) are quaternionic coordinates for lHlfc_1 x H * - ' , i is a unit pure imaginary quaternion, and the real matrix A„ '" defines k - 1 translation vectors in K'' '. T h e reduced mass matrix is given in terms of the matrix of inner products of the A: — 1 translation vectors
 I1 — ( A - 1 ) ' A - 1 . (5.9)
 Thus if the translations are all finite and linearly independent, then the reduced
 mass matrix will be non-singular. Massless monopoles arise if some of the trans-
 lations tend to infinity. Infinitely heavy monopoles arise when not, all the trans-
 lations are linearly independent.
 6 Harmonic forms T h e low energy behaviour of B P S monopoles should be governed by N = 4 snpersymmotric quantum mechanics. Restricted to the relative moduli space the Hilbert space is the direct sum of the spaces of L 2 differential forms. The four anti-coinmuting supersymrnetry operators may be identified with d, d¡ , d j , and d¡< where d is the usual exterior derivative and d¡ is the Dolbeault operator associated to the complex structure / , etc. T h e Hamiltonian becomes the Hodge-de Rharn operator
 A = dd* + dU = 2(7) ,7)) + d\7),).. . e tc . (G.l)
 BPS bound states at threshold therefore correspond to L harmonic forms which on a complete manifold are, by a standard theorem, closed and co-closed. Moreover they should be holomorphic with respect to all three complex struc-tures / , . / and K .
 To someone brought up on general relativity it is well known that for each Killing vector field X , one may contract with a Ricci flat metric g to obtain a Killing 1-form A = g(X. ) and an exact 2-form
 F = dA (G.2)
 which is co-closed, i.e. it satisfies Maxwell's equations. This basic result comes by contracting the identity, valid for any Killing vector field X ,
 X^Px-r = ^ (6.3)
 with the metric (jn-, and using the Ricci flatness. For brevity I have written out this equation in the traditional (abstract) index notation used in general relativity. Thus ; denotes the Levi Civita covariant derivative and therefore, for a Killing vector field X"u> = - A ' , i ; ' \ The identity is obtained by writing out, three cyclic permutations of the Ricci identity:
 v o Vft T><» \'C7 (6.4)
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 and taking a suitable linear combination, making use of the symmetries of, and one of the Gianchi identities for, the Ricmann tensor R" ^ „ .
 If the Killing vector lield X is holomorphic with respect to some complex structure then F will also be holomorphic with respect to that complex structure because d and <) anticommute.
 In the present case we have a triholomorphic action of the torus group T k ~ l
 generated by the Killing fields A'1 = Thus the relative moduli space MJ^l, is naturally equipped with k — 1 triholomorphic Maxwell 2-forms (Gibbons 1996). If A- = 2 this construction gives the well known L 2 harmonic 2-form on the Taub-NUT metric on R'1. Although it is exact by construction, the length of the Killing field X tends to a constant at. infinity and so is not in L2. Thus while the 2-l'orm F is trivial from the point of view of absolute cohomology, from the point of view of L 2 cohomology it is non-trivial. However it is not detected by the Atiyah-Patodi-Singer version of the Hirzebruch Index theorem with boundary terms applied to a large ball in R'1 (Gibbons e.t al. 1979). A similar L2 harmonic 2-form exists on the four dimensional multi -Taub-NUT metrics.
 In fact this 2-form is precisely the 2-form found earlier by a more direct calculation by Gauntlett and Lowe (1996) and independently by Lee, Weinberg and Yi (1996a) and identified by them as the bound state at threshold for two fundamental SU(3) monopolcs of distinct types whose existence is predicted by ¿-duality. The problem of finding the harmonic, forms for larger values of k was left unanswered in those papers.
 If k > 2 one has k - 1 candidate 2-forms F' = d(g(X\ )) but none is in L2 . This is because for large separations r, the squared magnitude of the form falls off like ^ but the volume grows like I b f . Now arbitrary wedge products of closed and co-closed forms are closed and co-closed. Thus one may construct a large number of even-dimensional harmonic forms on Lee Weinberg Yi space by taking the wedge products of the k - 1 2-forms. However it is clear that the only one which is in L2 is the 2k 2 form obtained by wedging together k - 1 distinct 2-forms. Moreover this middle dimensional form is the exterior derivative of a 2k - 3 dimensional form which is not in L~. Thus we have an obvious candidate for the a BPS bound state at. threshold predicted by ¿-duality (Gibbons 1996).
 7 Uniqueness Although arguments have been given for the uniqueness of the middle dimen-sional harmonic form on the Atiyah Ilitchin metric and on the T a u b - N U T met-ric, there is at present no clean general argument for the uniqueness of the middle dimensional forms predicted by ¿-duality. As we have seen the index theorem, at least in a straightforward form, does not seem to be powerful enough to detect L2 harmonic forms which are exterior derivatives of a form which is itself not in I2. Note that wedging a certain number of the 2-forms coming from the torus action with various powers of the three Kiihler forms U>I,U>J, WK will not produce L~ forms.
 One possible handle on the uniqueness, suggested to me by Nigel Ilitchin,
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 is b<ised on the fact that on a Hypcrbolic Kahler manifold, i.e. one for which the Kahler form is the exterior derivative of a bounded 1-form, all L~ harmonic forms must be middle dimensional (Gromov 1991). This raises the question, interesting in its own right, of whether the Lee -Weinberg- Yi metrics, or indeed the metrics on the relative moduli space of many identical SU(2) monopoles are Hyperbolic Kahler with respect to one of the Kahler forms ui. They are not.. If it were true that
 w = db ( 7 . 1 )
 with b bounded, then u2s = d{b A w 1 8 " ' ) , (7.2)
 where the manifold is 4s dimensional. Now integrate over a large ball. For large radius, when the metric behaves like the product of s copies of R:i x ,S'1, the integral on the left hand side behaves like n? ;! while the integral on the right hand side behaves like IIr~. This gives a contradiction.
 It seems therefore that this approach will not work in any direct way. The uniqueness of the harmonic forms therefore remains an interesting open mathe-matical problem.
 8 Geodesies The classical mechanics of distinct fundamental monopoles is given by geodesic motion on the Lee-Weinberg-Yi metric. It. is of interest to ask whether there are analogues of the bound states at threshold at the classical level. More generally one may ask whether there are any bound geodesies. A simple argument shows that there are not. It rests on the fact that the general configuration of distinct fundamental monopoles may be obtained by starting from the spherically sym-metric configuration in which all of the monopoles sit on top of one another and pulling them apart. More precisely the Lee Weinberg Yi metric admits a vector field
 V = (8.1)
 which vanishes at the spherically symmetric configuration and which is distance increasing in the sense that the Lie derivative of the metric:
 L v g (8.2)
 is positive definite. In fact at large separations V behaves like a homothety with respect to the spatial coordinates r,. Thus moving along the trajctories of V corresponds to separating the monopoles.
 It follows from the geodesic equations that if 7' is the tangent, vector of the geodesic, then
 0. (8.3) dt v
 Now if there were a bound geodesic we could average this equation over a long I ime interval. The left hand side would tend to zero as the time interval increased

Page 330
                        
                        

'¡'he. Sen Conjecture for Distinct Fundamental Monopoles 315
 but tin- ri^lit liaiul side would tend to some finite strictly positive number. This Is n contradiction. Thus there can be no bound geodesies. In fact this argument is a more geometric version of an argument, presented in (Gibbons 1996) which was essentially the familiar Virial Theorem of celestial mechanics.
 The physical reason that there are no bound geodesies is easy to see: the electric forces which can be read off from L,.ir, between monopoles with distinct charges are repulsive. This is unlike the case of two identical SU(2) monopoles with a non-vanishing relative electric charge. In that case the electric forces are attractive and bound geodesies and even periodic geodesies are possible.
 9 Bound states in the continuum In the case of the Atiyah-Hitchin metric it. is known that in addition to the continuum which starts at zero, the scalar Laplacian admits L2 eigenstat.es with positive energy. In other words there are bound states in the continuum. It seems unlikely, on the basis of the analysis of geodesies, that these exist for the Lee -Weinberg Yi metric. One can try to apply a Virial type argument to the Laplace operator to rule them out. The idea is to study how the Rayleigh quotient.
 (v/)2
 «1/1 = r J (9-D r
 of a putative eigenfunction / behaves as it is dragged along the integral curves of the vector field V. Although mathematically precise estimates have yet to be completed it seems rather likely that one can always alter the value of the Rayleigh quotient in this way and thus there can be no eigen function.
 This is interesting physically because it strongly indicates that the bound state at threshold owes its existence to an effect of supersymmetry and the fermions in the theory rather than being a feature of the purely bosonic sector.
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22 An Unorthodox View of GR via Characteristic
 Surfaces
 S i m o n e t t a Fr i t te l l i , E. T . N e w m a n Department of Physics and Astronomy, University of Pittsburgh, Pittsburgh,
 PA 15260, USA
 a n d
 C a r l o s K o z a m e h FaMAF, Universidad Nacional de Córdoba, 5000 Córdoba, Argentina
 1 Introduction We would like to describe a novel and unorthodox approach to GR that is based on the existence of special families of 3-surfaces in a four manifold. (The details, with proofs, have been given elsewhere (Frittelli et al. 1995a, 1995b, 1995c, 1995d).) However, before saying what this novel approach is, we discuss the background and some issues of motivation.
 We (with many others) feel that finding the relationship between GR and quantum theory, QT, is (one of) the most fundamental problems of theoretical physics and perhaps one of the most difficult.
 (1) We have heard some say it, is so hard "don't even bother to try".
 (2) Many want to treat it "as just another field theory to be quantized a la QED".
 (3) Others want to do much tinkering with GR and perhaps a bit with QT.
 (4) Some (probably a minority) think that most of the difficulties lie as much with Q T (measurement and meaning of QT) as with GR, and that they can and will only be resolved with some unification of the two; but not simply via the "quantization" of GR (Penrose 1994, 1996).
 We are probably closest to point, of view # 4 . Though GR is clearly a field theory, it is conceptually so very different from most others. Almost all other field theories have a background space-time a fixed stage, so to speak—on which to "live", but GR is a theory of the stage itself. People iu the field are very well aware of this but we frequently feel that after t his is acknowledged, people are not quite sure how to use it; GR on many levels appears to be so similar to usual theories. For example, it is a physical theory dependent on partial differential equations, and furthermore, by giving appropriate ¡nit i.il data. I here is a pellectly
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 fin« Cauchy development theory- the «(|iiations for the metrie field (with gauge condit ions) can be put into symmetric hyperbolic form and the existence of unique evolution can be proven.
 We, however, want to emphasize and discuss an area of great dissimilarity. It is this dissimilarity that we feel should be st ressed in a discussion of the relation-ship of GR with QT. If suggests that there should be something qualitatively different in the solution to this problem as compared to the problem of the quan-tization of Lorentz invariant field theories. We wish to point, out that, we are not claiming any real progress on the basic issues of GR and QT, but only that we expect that seeing G R from a completely different perspective (Frittelli el a I. 1SJ9G) will shed light on the problem.
 In almost, all Lorentz invariant field theories, the (physical) characteristic surfaces of the equations, i.e., the mill surfaces (which determine the domains of dependence) are fixed by the Minkowski space geometry, they do not depend on the choice or solution of the field equations.
 These three-surfaces are determined as solutions to the eikonal or massless Hamilton-Jacobi equation: S = S(x,y,z,t) constant,, with
 riahS,n S,b = (dS/dt.)2 - (OS/Ox)2 - (OS/dy)2 - (dS/dz)2 = 0
 and possess a variety of different types of solution; light-cones, null planes, etc. More generally, for a metric (ja"(xc), s ignature (-1 ), we have the equation for S(xc)
 gabS,a S,b = 0. (1.1)
 In other words, given the gab(xc) we have, again, the eikonal equation for the characteristic surfaces but now they do depend on the solution for the metric field. T h e Einstein equations (when augmented by appropriate gauge condi-tions) are. in essence, a set of symmetric hyperbolic differential equations for the components of the metric <j"b(xc). Quite remarkably, as the <)"''(xc) are evolved, they s imultaneously determine the domain of dependence of the data, i.e., they determine the characteristic surfaces, S(xc) ( the boundaries of the domain of dependence) , though without any explicit use of (1.1). Even though the charac-teristic surfaces are not explicit ly used in the evolution, they play an essential, but hidden, role.
 I'lu; point of view we want to adopt is the reverse of the above consideration. We want to consider the characteristic surfaces, .S'(xc), as more fundamental than the metric y"''(xc) and find equations for the surfaces (equivalent to the Einstein equations) and then, finally, use (1.1) to try to determine the yab(xc) from the surfaces. If enough surfaces (a minimum of nine are needed) are given through each space-t ime point, then <i"b(xc) will be determined up to an overall factor ( the "conformal factor"). We will thus need not only equations to determine the appropriate surfaces but also equations t o determine t he conformal factor.
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 2 The null surface formulation of GR Our unorthodox approach to GR is based on the construction of differential equations for families of surfaces and a scalar function (the conformai factor), so that the surfaces are the characteristic surfaces of the metric derived from (1.1) and, further, this metric should automatically satisfy the vacuum Einstein equations.
 2.1 Kinematics
 We begin with a set of N , 3-surfaces in /?' described by
 uA = constant = ZA(: r"); A = I....N.
 The conditions for them to be null surfaces for some metric is that we be able to find algebraic solutions, gnb(xc), for each A, to
 gub(xc)VaZAVbZA = 0.
 It is obvious that for N < 9, <j"b{xc) exists, and that for Ar > 9, g"b(xc) does not exist unless conditions are placed on the functions ZA(xa).
 We now consider a generalization of this: we chose a sphere's worth of Z's instead of the finite number of Z's; i.e.. instead of I he finite index A we consider the continuous index, the points on a sphere, coordinatized by the complex stereographic coordinate, (C,C) £ S2 and write
 u = Z(xa, C,C)-
 The conditions for u = Z(x".Ç,Ç) to define families of null-surfaces for each constant (Ç,C) ' s the demand that a conformai metric r/"''(:rn) exists such that, for each (Ç,Ç), we have
 < / « V ) V „ Z V , , Z = 0. (2.1)
 Though it is not obvious and requires considerable effort, to prove (Frittelli et. al. 1995a), t his demand implies that we obtain:
 (1) a unique determination of gab(xc), tip to a conformai factor, ro(xa); i.e.,
 gab(xc) = m2ç>ab[Z] (2.2)
 where {\"''[Z] is an explicit functional of Z (Frittelli et. al. 1995a), and
 (2) two differential conditions on Z and w(x") which we refer to as the metric-ity conditions, ni| and 1110. As they are relatively complicated and their details are not needed here, we omit giving I hem explicitly (Frittelli et. al. 1995a).
 2 . 2 I m p o s i n g t h e E i n s t e i n e q u a t i o n s
 If equation (2.2) is substituted into the vacuum Einstein equations, followed by a fair amount of manipulation (Frittelli et al. 1995b), we obtain a single
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 equat ion for Z(x",C,,Q and ro(xa). (Tile fact that the; ten Einstein equations are equivalent to just one equation, though at first surprising, is easily understood since it involves the six variables {x", ( ) rather than just the usual four x".)
 Before displaying it, we first introduce some needed notation. Assuming that Z{a:°,C)0>s a known function, we can construct the four known functions
 0l = (u,R, u,G>) = (Z,dOZ,üZ,üZ) = o
 with i - 0 , 1 , + , — and 3 and 3 being (essentially) the C 1 C derivatives (Newman and Penrose 1966). From the 0' we can construct the gradient ba-sis dn0' = 0], and the dual basis Of and the associated directional derivatives di = Of()n. In particular, we have D = í)¡ = 0"0a. T h e one Einstein equation then has the remarkably simple form
 D2n = Q\Z]Q ( 2 . 3 )
 where
 Q = ~D2AD2A - -^(Dq)2 + -±-D2(i , q = 1 - DADA 4q 8 q¿ 4 q
 with A = 3 2 Z and il = mü0.
 We have used i i instead of w; is a known functional of Z which lias been introduced so that Equation (2.3) does not have a first derivative term. Equation (2.3), and the two metricity conditions, const i tute the vacuum Einstein equat ions for the variable Z and ro.
 We first, illustrate these equations with the special case of the self-dual Ein-stein equat ions—the analogues of the self-dual, complex, Maxwell equations with E = i B .
 2 . 3 S e l f - d u a l E i n s t e i n e q u a t i o n s
 We can choose as free characteristic data an arbitrary complex spin-2 function
 of throe variables, the so-called Bondi shear,
 < t ( M , 0 0 -
 T h e conformal factor is taken as
 ro = 1 (2.4)
 and a differential equation for Z can be found, namely
 ü2Z = a(ZX,0, (2.5)
 with 8 2 = ^ ( 1 + C O 2 - ! ~ I ' * ? - Equations (2.4) and (2.5) const i tute the
 vacuum self-dual Einstein equations (Hansen et al. 1978) in the following sense.
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 (a) The general regular solution of Equation ('.¡.5) contains four parameters; i.e., it is of the form
 u = Z(xa,c 0;
 i.e., the space-time coordinates enter as constants of integration.
 (b ) The metric, (2.2); i.e., gab(xc) = ra'V'([Z]) obtained from (2.4) anil (2.5) satisfies the vacuum Einstein equations identically.
 We point out that, in the important special case of vanishing data, o(u, 0, Z has the form
 Z = Z0 = ^ x,,mYlm{C4) (2.6) ¿=0.1
 with xIKll=V2^L X t i = ^ ( x - i y ) ,
 or xl m -f=> x"
 and, with in = 1, Equation (2.2) is the Minkowski metric.
 2.4 A s y m p t o t i c a l l y flat G R
 In the case of asymptotically flat space-times the metricity conditions can l>e manipulated so that they take the form
 d2d2Z = 32<r (Z. C) + ifo(Z, 0 + V{Z. ft) (2.7)
 with characteristic, data, a and a, as arbitrary spin-2 functions of (Z,Q,Q. 'D\Z, ft] is a (not very complicated) polynomial function of the derivatives of Z and In ft. (For the derivation of this result in linearized GR see Frittelli et al. 1995c. A forthcoming paper containing the derivation of the exact result is in preparation.) Eq. (2.7) with Eq. (2.3),
 D 2 f t = Q([Z])ft ,
 are the vacuum Einstein equat ions for asymptotically flat space-times. The linearization of the vacuum Einstein equations in this version consists in
 choosing ft = 1 and taking 'D\Z,tt\ = 0 obtaining (Mason 1995; Frittelli et al. 1995b, 1995c)
 a282Z = 8V(Z„, 0 + &d(Za,0 (2.8) with a and <r now depending on the flat, space ZQ, Eq. (2.G). As there is a simple Green's function for (2.8), we have the immediate solution to the linearized Einstein equations
 Z, = Z0(xn,C, 0 + J G(C, <') (n2o(Z0.0 + d2a(Z0, o)dS'2. (2.9)
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 This becomes the basis for, in principle, a very s imple perturbation expansion (Frittelli ct al. 1995b). Since the Q in Eq. (2.3) is (pi ad ratio in Z, it turns out tha t perturbatively Eqs. (2.3) and (2.7) decouple; after (2.8) is solved (linear) the Z\ is put into (2.3) giving a quadratic correction to SI, which in turn is subst i tuted into (2.7) leading to a Z i analogous to (2.9), etc.
 There is a rather surprising indication that arises from the perturbation so-lution: namely, the coefficients of the first four spherical harmonics ( the 1=0,1 harmonics) of Z can be taken (Frittelli and Newman 199G) as a set of preferred (canonical) coordinates of the space-time—i.e. , there is no (apparent) gauge freedom in the solutions. This conclusion can be extended as a non-perturbative result to, sufficiently weak, asymptotical ly flat exact vacuum solutions.
 3 Discussion and applications We will not go into any detail here concerning our reasons for believing this approach t o GR is of potential importance nor into a detailed discussion of potent ial applications that we foresee. We will just mention several of the ideas.
 • T h e variables Z and ro have such a different meaning than the conventional GR variables that it focuses attention on different structures; null surfaces, null geodesies and a scale factor become the primary geometric objects .
 • It brings us (in the ease of asymptotical ly flat space-t imes) to a formulation of G R that is very close to the D'Adahmar formulation of the massless Lorentz-invariant fields on Minkowski space—with important differences.
 • Via the perturbation scheme one can hope t o s tudy (and perhaps solve) t o second order the problem of classical scattering; i.e., of giving data on 3~ and determining the resulting "data" on Does data of compact support go to data of non-compact support? Does Fock-space data go to Fock-space da ta or to infrared data?
 • A main point of interest to us is: what relationship does this version of G R have with a t tempts to "quantize" GR? If we formally apply the Ashtekar asymptot ic quantization procedure to our version then the classical data, a and a . become elevated to operators with a commutator algebra between them. A surprising result (where we have the details only in linear GR, see (Frittelli et al. 1996)) is that the x" (using our canonical choice of coordinates) become operators with commutator relations. We do not know the significance of this result, though we point out that the result is not obtained in an ad hoc fashion; it is obtained by s imply following Ashtekar's procedure with our variables.
 Acknowledgements We would like to thank members of the mathematical physics group in Oxford for valuable discussions and N A T O collaborative research grant no. 950300 for support .
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23 Amalgamated Codazzi Raychaudhuri Identity for
 Foliation
 Brandon Carter Observatoire de Paris, 92 Mcudon. Franco.
 1 Introduction I wish to thank the editors of this volume for the opportunity of again expressing appreciation for the beautifully geometric way of perceiving the physical world that Roger Penrose communicated to so many students of my generation. In particular it was Roger's emphasis (Penrose 1964) on the importance of features that are conformally invariant that, led me, with his help, to develop the sys-tematic use (Carter 1966) of 2-dimensional confonnal projections (the Lorentz signature analogue of Mercator type projections in ordinary terrestrial mapping) of the kind that have since become widely and appropriately known ¡is "Penrose diagrams". An outstanding example of the kind of conformally invariant struc-ture whose analysis was specially developed and applied under Roger's leadership is that of null-geodesic foliations: in particular, it was his derivation, with Ted Newman (Newman and Penrose 1962) of the null limit of the famous diver-gence identity obtained originally for a timelike flow by Raychaudhuri (1957), that provided the essential tool for deriving the singularity theorems that were subsequently developed, first by Roger himself (Penrose 1965), and later on by Stephen Hawking and others (Hawking and Penrose 1970; Hawking and Ellis 1973).
 It was the work on singularity theorems (Penrose 1965; Hawking and Pen-rose 1970; Hawking and Ellis 1973) that first drew my attention to the original Raychaudhuri equation, whose extension to higher dimensional foliations, in a manner recently suggested by Capovilla and Guven (1995b). is described in the present article. The unified treatment provided here shows how the extended Raychaudhuri identity is fraternally related to the correspondingly extended Co-dazzi identity. However it is left for future work to complete the corresponding Penrose program, in the sense of treating t he corresponding conformally invari-ant limit, meaning the case of a foliation not by surfaces with a well behaved induced metric such as will be postulated in the present work (which is physi-cally motivated by contexts such ¡is that of neutron star vortex congruences) but by null surfaces (of the kind whose study has been developed by Barrabes and Israel (1991)).
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 The present art icle is a sequel to a previous Penrose festschrift contribut ion (Carter 1992b) in which 1 showed how a pure background tensor formalism pro-vides a concise but explicit and highly flexible machinery for the generalised curvature analysis of individual embedded tiinclike or spacelike /.»-dimensional surfaces in a flat or curved n-dimensional spacetime background. The relevant spacet.ime metric will, as usual, be denoted here by glt„, wit h the understanding t hat t he subscripts are interpretable either in the (mathematically sophisticated) sense of Roger's abstract index system (Penrose 19G8) or else in the old-fashioned concrete sense (with which most physicists are still more familiar) as the labels of components with respect to some set. of local coordinates x'', /t = 0, l , / i — 1. It will be shown here how this machinery can be extended in a natural way so as to treat a smooth foliation by a congruence of such surfaces, for which the com-plete orthonormal frame bundle characterised by the relevant group of rotations in ii dimensions will have a natural reduction to the bundle of naturally adapted frames characterised by the direct product of the subgroup of tangential frame rotations in p dimensions and the complementary subgroup of orthogonal frame rotations in (n - p) dimensions. This reduced frame bundle will be naturally endowed with a preferred metric preserving but generically non-symmetric
 "connection, which will have an associated foliation curvature, tensor that is generically distinct from the ordinary Riemannian background curvature which will be denoted here by B l l t l
 pa . The various ways in which t his foliation curvature
 tensor can be projected, orthogonally or taugentially, with respect to the embed-ded surfaces give relations of which the generalised Codazzi and Raychaudhuri identities are particular cases.
 The present approach has been developed to satisfy needs arising in the con-text of the recent rise of interest in the theory of topological defect structures such as cosmic strings and higher dimensional cosmic membranes, as well as the related phenomenon of vortex foliations in neutron stars, which has led to the investigation of a wide range of new problems of equilibrium and dynamical evolution in a special or general relativistic framework. Various aspects of these problems (Stachel 1980; Kopczynski 1987; Hartley and Tuc ker 1990; Boisseau and Barrabes 1992; Boisseau and Letcher 1992; Carter 1992b, 1992a) and in recent years most particularly the requirements of general purpose perturbation analysis (Guven 1993; Carter 1993; Larsen and Frolov 1994; C'apovilla and Gu-ven 1995a; Capovilla and Guven 1995b; Battye and Carter 1995), have shown, and in some cases helped to satisfy, the need to adapt and develop pre-existing mathematical machinery for describing the relevant geometry and particularly the various kinds of curvature that are involved.
 As remarked in my preceding Penrose festschrift contribution (Carter 1992b), although much of what is needed has in principle been already available in the mathematical literature (Schouten 1954; Kobyashi and Nomizu 19C9; Chen 1973; Spivak 1979; Choquet-Bruhat and DeWitt-Morette 1989), it has often been in a form that, is inaccessible or inconvenient for the purposes of physicists, many of whom have remained excessively dependent on obsolete? sources such as Risen-
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 hart's still very inlhiential textbook (Eisenhart 1920) (written in ignorance of (.lie modern concept of generalised curvature, which was at that time under de-velopment. by Cartan, and which was made familiar to physicists much later by the theory of Yang and Mills). Whereas some treatments have obtained a neatly concise abstract formulation at the expense of flexibility, others have obtained general purpose adaptability at the price of using complicated and potentially confusing reference systems involving specially adapted coordinates and frames that require the simultaneous use of many different kinds of indices.
 For the purpose of obtaining an optimal compromise between these two un-desirable extremes, the approach (Carter 1992b, 1992a; Guven 1993: Bat.t.ye and Carter 1995) used here relies as much as possible just on ordinary tensors, as de-lined with respect to the relevant background space-time with local coordinates x". The advantage of avoiding explicit dependence on a specialised internal co-ordinate system becomes particularly clear in cases (Carter 1992a) where one is concerned with mutual contractions of tensors constructed on distinct but mu-tually intersecting embedded surfaces whose internal coordinates could not in general be made to be mutually compatible.
 The present treatment will employ the same notation ¡us was used in the most mathematically detailed presentation (Carter 1992b) of this approach, in which, rather than describing the induced curvature of an embedded spacelike or timelike /»-surface, with internal coordinates a 1 say, in terms of the intrinsic version, with components R,jk( say, of its Ricmann tensor, one prefers to de-scribe it in terms of the corresponding background spacet.lme tensor R\,iup. The latter is definable (using the abbreviation x'\ for dx'1 /da') sis the index lowered version—obtained by contraction with the background spacetime metric gfW— of the projection Rx'"''' = R'jk' x>'tx
 l'Jx"l.xp
 l of the contravariant version of the intrinsic curvature that is obtained by internal index raising, using t he inverse, with contravariant components i]'J (whose existence depends on the postulate that the surface is spacelike or timelike, but not null) of the induced metric with components 7/i; = g^x'^x"j. This background spacetime representation R \ , i u p
 of the internal curvature of the embedded /»-surface has of course to be distin-guished from the ordinary n-dimensional Riemann curvature of the background spacetime it self, whose components will be denoted simply by B\,iup. In the same way, rather than working with the covariant and contravariant intrinsic compo-nents i)ij and >fJ of the induced metric, one prefers to use the corresponding background coordinate components 7/(J„ and >}'"' of the corresponding projected tensor specified by if" = ii'Jx,'tx"J, which is what is referred to as the (first) fundamental tensor of t he embedding.
 To set up a systematic analysis of curvature in exclusively background ten-sorial terms, t he nat ural starting point is obviously the fundamental tensor that has just been defined, whose mixed (contra/covariant) version with components i f „ is interpretable as a rank p tangential projection operator that sends a vector into the t angent subspace of the embedding. The notation 1!',, will be used here (instead of the less suggestive symbol -/''„) to denote the complementary rank ( n -
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 p) operator of Intend projection orthogonal to the surface, whose components will evidently be given in terms of those of the fundamental (tangential projection) tensor by the defining relation
 i \ + l f v = <J»», (1-1)
 since the mixed version g'\, of the metric tensor is of course interpretable as representing the identity operator. As well as having the separate operator properties
 V ' W » = ' ± " p ± ' > i " „ (1.2)
 the tensors thus defined will evidently be related by the conditions
 i f p J J V = 0 = 1 % r f v . (1.3)
 2 The deformation tensor Although it is less detailed, the present article considerably extends the results of the preceding development (Carter 1992b) of the background tensorial analysis of embedding geometry, by considering not just an individual embedded non-null 7;-surface by itself, but the extension of any such surface to a smooth foliation by difFeomorphically similar surfaces. For such a foliation there will be corre-sponding background (not just single p-surface supported) fields of tensors i¡'\, and that will not only satisfy the relations (1.1), (1-2), and (1.3), but will also (unlike what was supposed in the preceding Penrose festscrift article (Carter 1992b)) have well defined (Riemannian or pseudo-Riemannian) covariant deriva-tives. These derivatives given will be fully determined by the specification of a certain (first) deformation tensor, say, via an expression of the form
 = - v „ i"p= + . (2 . i )
 It can easily be seen from (1.2) that the required deformation tensor will be given simply by
 = >fo V(1 rf„ = - ±* V„ 1 ' ; . (2.2)
 The middle and last indices of this tensor will evidently have the respective properties of tangentiality and orthogonality that are expressible as
 -L, V * = 0 , X / C r r „ = o . (2.3)
 There is no automatic tangent iality or orthogonality property for the first index of the deformation tensor (2.2), which is thus reducible wit h respect to the tangential and orthogonally lateral projections (1.1) to a sum
 V » = I<lt"u - V (2'4)
 in which such a property is obtained for each of the parts
 K p =n° rKp I r = - 1° 1Í '' (2 JV/i 1/ '/ /i-'•a i' ' uin' ii fj v '
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 which satisfy tin; conditions
 1° 1< " =lp K " = 0 = I< p if (2 (i) jt a i' o /i v " a 'I v •
 and
 = i f . W u = 0 = L t ! \ . (2.7)
 It is evident that the first of these decomposed parts is appropriately describ-able as the tangential turning tensor, since by (2.2) and (2.5) it. is given by the expression
 K < \ = v ' W ^ i f , , (2.8)
 in which the only differentiation involved is contained in the tangential gradient operator j/T V r —which is well defined even for fields whose support is restricted to a single embedded surface—so that, unlike the full deformation tensor 3{./'„ of the foliation, the tangential turning tensor K p
 x, is well defined just for an individual embedded /»-surface. As such, this turning tensor K p
 v is identifiable as what has been defined (Carter 1992b) as the ordinary second fundamental tensor of the particular /»-surface passing through the point, under consideration.
 Up to this point, none of the relations formulated in this section depends on the condition that the (first) fundamental tensor field i f „ is actually tangen-tial to well behaved /»-surfaces rather than just being an arbitrary field of rank /» projection tensors as characterised by the purely algebraic conditions (1.2). As pointed out in the previous analysis (Carter 1992b), the Frobenius type in-tegrability condition that is necessary and sufficient for tin- local existence of well behaved /»-.surfaces tangential to i f„ is that the second fundamental tensor defined by (2.6) should have t he generalised Wehlgart.en property
 = * <„„) ^ ' V ) <2-9>
 (using round and square brackets to denote index symmetrisation and antisym-metrisation respectively) which means that it is symmetric with respect to its two surface tangential indices.
 ft, is to be noticed that the second part of the decomposition (2.4), namely the lateral turning tensor, Lp„, is expressible by the formula
 L>\, =±"tT±r„ V r A°„ . (2.10)
 which differs from that in (2.8) only by the substitution of for i f i r It ev-idently follows that the necessary and sufficient integrability condition for the local existence of an (n—/»)-dimensional foliation orthogonal to the /»-dimensional foliation whose existence is guaranteed by (2.9) is t hat, this lateral turning ten-sor should have the; analogous symmetry property, which is expressible as the vanishing of the rotation tensor, cj^f say, that is defined as its antisymmetric part in a decomposition of the form
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 The only part, t hat, remains if the foliation is (n — />) surface ort hogonal is the sym-metric part, 0 ) n f , which is the natural generalisat ion of the two index divergence tensor 0 t l„ whose evolution is the subject of the tensorial Raychaudhuri identity discussed by Hawking and Ellis (1973) (the original Raychaudhuri identity (Ray-chaudhuri 1957) being obtained by taking the scalar trace). For a 1-dimensional thnelike foliation, which will have a unique future directed unit tangent vector •it'1, the relevant divergence tensor will be obtainable simply ¡us 0,a, — 0 p iup. The generalised Raychaudhuri identity to be presented (following Capovilla and Guven 1995b) in a later section, provides an evolution equation for tin; three index generalised divergence tensor 0 J* which (unlike the ordinary divergence tensor 0,IV) is always well defined whatever the dimension of the foliation.
 3 The adapted foliation connection Due to the existence of the decomposition whereby a background spacetime vec-tor, with components say, is split up by the projectors (1.1) as the sum of its surface tangential part and its surface orthogonal part ±"„ there will be a corresponding adaptation of the ordinary concept of parallel propagation with respect to the background connection ^ lt"p- The principle of the adapted propagation concept is to follow up an ordinary operation of infinitesimal par-allel propagation by the projection adjustment that is needed to ensure that purely tangential vectors propagate onto purely tangential vectors while purely orthogonal vectors propagate onto purely orthogonal vectors. Thus for purely tangential vectors, the effect of the adapted propagation is equivalent to that of ordinary internal parallel propagation with respect to the induced metric in the embedded surface, while for purely orthogonal vectors it is interpretable as the natural generalisation of the standard concept of Fermi Walker propagation. For an infinitesimal displacement <ix'L the deviation between the actual component variation (dx") ()„(,'' and the variation that would be obtained by t he correspond-ing adapted propagation law will be expressible in the form (dx") D w h e r e D denotes the corresponding foliation adapted differentiation operator, whose effect will evidently be given by
 where the adapted foliation connection components are given by the for-mula
 in which the at"p are the components of the relevant adnplutioii tensor, whoso components can be seen from (2.2) to be given by
 (3.1)
 (3.2)
 (3.3)
 ft/« >p — 2!K(,[„p| (3.4)
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 Tlu; fact that thé expression (3.4) is manifestly antisymmetric wit h respect to the last, two indices of the adaptation tensor makes it. evident that, like the usual Itiemannian differentiation operator V, the adapted differentiation operator D will commute with index raising or lowering, since the metric itself remains invariant under adapted propagation:
 DltgUf> = 0 . (3.5)
 However, unlike V. the adapted differentiation operator li;us the very convenient property of also commuting with tangential and orthogonal projection, since it can be seen to follow from (2.1) and (2.3) that the corresponding operators also remain invariant, under adapted propagation:
 O,, i f p = 0 , D„L%= 0 . (3.6)
 There is of course a price to be paid in order to obtain this considerable advantage of D over V, but it is not exorbitant: all that has to be sacrificed is the analogue of the symmetry property
 V , ) = 0 , (3.7)
 expressing the absence of torsion in the Riemannian case. For the adapted foliation connection A t l" , t he torsion tensor defined by
 0/p « 2-VP] = 2 < „ i . (3-8)
 will not in general be zero.
 4 The amalgamated foliation curvature tensor The curvature associated with the adapted connection introduced by (4.2) in the preceding section can be read out from the ensuing commutator formula, which, for an arbitrary vector field with components will take the standard form
 2 = W C - e ^ M " , (4.1)
 in which the torsion tensor components are as defined by (3.8) while t he components 7 , w
 pa <*re defined by a Yang Mills type curvature formula of the
 form
 = 2 ¿ V V " + . • (4.2)
 Although the connection components from which it is constructed are not of tensorial type, the resulting curvature components (4.2) are of course strictly tensorial. This is made evident by evaluating the components (4.2) of this amal-gamated foliation curvature in terms of the background curvature tensor
 B,ja = 2 r v r , / „ + r / T r y , - r f T r ; a , (4.3)
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 ¡IIKI the adaptat ion tensor et,,"n given by (3.4), which gives the manifestly tenso-
 lial expression
 = + 2 V , + 2 a l l t " T a u U a . (4.4)
 Although it does not share the full set of symmetries of the Riemann tensor,
 the foliation curvature obtained in this way will evidently be ant isymmetric in
 both its lirst. and last pairs of indices:
 ^\iupa — J"[/n/]|pt7] • (4-5)
 Using the formula (3.4), it can be seen from (2.3) that the difference between this adapted curvature and the ordinary background Riemann curvature will be given by
 V - B „ r = 4 X [ H t H + 2 3 f u r J ( J T + 2 3 f | ; " 3 i , / | ; , (4.G)
 where () is what may be termed the second deformation tensor, which is
 definable by
 *A,r„ = '/'; i ; v a 3 < ; i % . (4.7)
 T h e formula (4.G) superficially appears t o depend on the higher order derivatives involved in X / t l f
 0 , but this is deceptive: the higher derivatives will in fact cancel, by the "amalgamated Codazzi Raychaudhuri identity" given below.
 Since the adapted derivation operator has been constructed in such a way ¡is to map tangential vector fields into purely tangential vector fields, and lateral (surface orthogonal) vector fields into lateral vector fields, it follows that the same applies to the corresponding curvature (4.2), which will therefore consist of an additive amalgamation of two separate parts having t h e form
 'r p _ y f> , o l> (A >n J in' a J ni' a ' -i/u/ a '
 in which the "inner" curvature acting on purely tangential vectors is given by a
 doubly tangential (surface parallel) projection as
 (1.9)
 while t he "outer" curvature acting on purely orthogonal vectors is given by a doubly lateral projection ¡is
 = V A 1 ' 1 * • ( 4 1 ° )
 It is implicit in the separation expressed by (1.8) that the mixed tangential and lateral projection of the adapted curvature must vanish:
 ( 4 . H )
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 To get back, from the extended foliation curvature tensors that have just been introduced, to their antecedent analogues (Carter 1992b) for an individ-ual embedded surface, the first, step is to construct the amalgamated embedding curvature, tensor, say, which will be obtainable from the corresponding amalgamated foliation curvature 3^ l ltfa by a doubly tangential projection having the form
 • 01-12)
 As did the extended foliation curvature, so also this amalgated embedding cur-
 vature will separate as the sum of "inner" and "outer" parts in the form
 I? P _ F> L> , o p (A 1 /if a *tyi/ a ' I"' « '
 in which the "inner" embedding curvature is given by another doubly tangential projection as
 Rufa = F,iu\ ifK = i r y „ y j „ , (4.i4)
 while the "outer" embedding curvature (whose noteworthy property of confor-mal invariance was pointed out in my previous Penrose festschrift contribution (Carter l!)92b)) is given by the corresponding doubly lateral projection as
 O P — F \ ±P ±x = 1}" Q F ( 4 15) a 1 III' A J-K-J-<r '/ Ii'l !'~a¡i a K^-1^/
 The formula (4.6) can be used to evaluate the "inner" tangential part of the foliation curvature tensor as
 = 2Mw"rXll]ar + Dltt/\ ifK r,\ (4.16)
 and to evaluate the "outer" orthogonal part of the foliation curvature tensor as
 Q,Ja = 23(btT"0(l/]Ta + D,IU\ . (4.17)
 The formula (4.16) for the "inner" foliation curvature is evidently classifiable as a further extension of the previously derived generalisation (Carter 1992b) for R , , f a of the historic Gauss equation. Similarly the formula (4.17) for the "outer" foliation curvature is an analogous extension of the relation (Carter 1992b) for Q i a f a that corresponds to what has sometimes been referred to as the "Ricci equation" but what would seem more appropriately describable as the Sclioutcn equation, with reference to the earliest relevant source with which I am familiar (Schouten 1954), since long after the time of Ricci it was not yet. understood even by such a leading geometer as Eisenhart (1926).
 In much the same way, the non-trivial separation identity (4.11) can be con-sidered as a generalisation to the case of foliations of the relation that is itself interpretable as an extended generalisation to higher dimensions of the historic Codazzi equation that was originally formulated in the restricted context of 3-dimensional flat space. It can be seen from (4.6) that this extended Codazzi identity is expressible as
 2 X , „ „ ] > , + Z ? ; I „ V / U A * = 0 , ( 4 . 1 8 )
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 which shows that I lie relevant, higher derivatives are all determined entirely by the Riemannian background curvature so that no specific knowledge of the sec-ond deformation tensor is needed. By doubly tangential projection of the first two indices, the extended generalisation (4.18) will give back the already familiar version (Carter 1992b) of the generalised Codazzi identity for the individual em-bedded /»-surfaces of the foliation. The corresponding doubly lateral projection would give the analogous result for the orthogonal foliation by (n — p)-surfaces that would exist in the irrotational case for which t he lateral turning tensor given by (2.10) is symmetric. Finally the corresponding mixed tangential and lateral projection of (4.18) gives an identity that is expressible in terms of foliation adapted differentiation (3.2) as
 X ^ DT KFA W „ D T L , J = K ^ K ^ + L ^ L ^ + R F , , ^ BQFXV»K X * . ( 4 . 1 9 )
 This last result is interpretable as the translation into the pure background ten-sorial formalism used here of the recently derived generalisation (Capovilla and Guven 1995b) to higher dimensional foliations of the well known Raychaudhuri equation (whose original scalar version (Raychaudhuri 1957), and its tensorial
 „extension (Hawking and Ellis 1973), were formulated just for the special case of a foliation by 1-dimensional curves). The complete identity (4.18) is therefore interpretable as an amalgamated Raychaudhuri- Codazzi identity.
 Bibliography Barrabés, C. and Israel, W. (1991). Phys. Rev. D 4 3 . 1129 42. Battye, R. A. and Carter, B. (1995). Phys. Lett. B 3 5 7 , 29. Boisseau, B. and Barrabes, C. (1992). Phys. Lett. B 2 7 9 . 259. Boisseau, B. and Letelier, P. S. (1992). Phys. Rev. D 4 6 , 1721. Capovilla, II. and Guven, .1. (1995a). Phys. Rev. D 5 1 , 6736. Capovilla, R. and Guven, J. (1995b). Phys. Rev. D 5 2 . 1072. Carter, B. (196G). Phys. Rev. 141 . 1242 7, and Phys. Lett. 21, 423 4. Carter, B. (1992a). ./. Class. Quantum Grav. 9. 19. Carter, B. (1992b). J. Geom. Phys. 8, 53. Carter, B. (1993). Pliys. Rev. D 4 8 . 4835. Chen, B. Y. (1973). Geometry of Submanijolds. Dekker. New York. Choquet-Bruhat, Y. and DeVVitt-Morette C. (1989). Analysis, Manifolds. Physics II. North Holland, Amsterdam. Eisenhart, L. P. (192G). Riemannian Geometry. Princeton University Press, reprinted 1960. Guven, .J. (1993). Phys. Rev. D 4 8 , 4464 and 5563. Hartley, D. H. and Tucker, R. YV. (1990). In Geometry of Low Dimensional Manifolds, 1, L.M.S. Lecture Note Series 150, ed. S. Donaldson, C. Thomas. Cambridge University Press.

Page 350
                        
                        

('odazzt Rayehaudhuri Identity
 Hawking, S. VV. and Ellis, G. F. 1?. (1973). The Large Seale Structure of Space Time. Cambridge University Press.
 Hawking. S. W. and Penrose R. (1970). Proc. Roy. Soc. Lond. A 3 0 0 , 187-201 Kobayashi , S. and Nomizu, K. (1969). Foundations of Differential Geometry Interscience, New York. Kopczynski , W. (1987). Pliys. Rev. D 3 6 , 3582 and D 3 6 , 3589. Larson. A. L. and Frolov, V. (1994). Nucl. Phys. B 4 1 4 , 129. Newman, E. T . and Penrose, R. (1962). J. Math. Phys. 3 . 566 78. Penrose, R. (1964). In Relativity, Groups, and Topology, ed. B. and C. M DeWit t , 563-84 . Gordon and Breach, New York. Penrose, R. (1965). Phys. Rev. Lett. 14, 57-9 . Penrose, R. (1968). In Battelle Rencontres, ed. C. M. DeWit t and J. A
 Wheeler, 121-235. Benjamin, New York.
 Raychaudhnri, A. (1957). Phys. Rev. 1 0 6 , 172.
 Schonten, .). A. (1954). Ricci Calculus. Springer, Heidelberg.
 Spivak, M. (1979). Differential Geometry. Publish or Perish, Berkeley.
 Stachel, .J. (1980). Phys. Rev. D 2 1 , 2171; 2 1 , 2182.

Page 351
                        
                        


Page 352
                        
                        

24 Abstract/Virtual/Reality / Complexity
 G e o r g e S p a r l i n g Department, of Mathematics and Statistics. University of Pittsburgh. Pittsburgh,
 PA 152G& Abstrac t
 The Penrose Obstruction prevents the extension of the basic ideas of twistor theory to a curved space-time. A way to circumvent this obstacle for the case of Einstein vacuum space-limes is discussed, it involves a reformulation of t wistor t heory using the language of abstract Grassmann algebras.
 "Pluritas non est ponenda sine necessitas" Ockham (1981).
 1 Introduction This work is dedicated to Roger Penrose, mentor and friend. 1 thank the Con-ference Committee for inviting me; 1 especially thank Hermann Bondi. who introduced me (then a schoolboy) to relativity and Christopher Isham who gave twistor theory crucial early support. The twistor diagram of the title pays trib-ute to the many workers who have advanced the t heory. The diagram has only single lines emerging from it indicating that it is an interaction diagram, part of a larger whole, as yet undiscovered. The dashed lines represent essential poles using infinity twistors: this reflects the idea that twistor theory should be tied to an understanding of gravity.
 If twistor theory is to be a physical theory, it has to encompass the richness of Einstein's theory of gravity. Classical twistors are delicate global objects and are
 1 h t tp : / /www.n iaUi .p i t t . edu / sparling.
 http://www.niaUi.pitt.edu/
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 destroyed by conformal curvature ( the Penrose Obstruction, see below). Penrose has argued for their reconstitution at the quantum level, but it is hard to see ex-actly how to proceed. In the present work, a twistor-like t heory, called abstract twistor theory, is constructed for any analytic Einstein vacuum spacet ime, pos-sibly with a cosmological constant , Sparling (1(J!J6). T h e Penrose Obstruct ion is circumvented, by suitably enlarging the Grassmann algebra of differential forms with forms of negative rank. The theory has the character of a one and one half twistor theory, as envisaged by Penrose (his self-dual theory uses only one twistor); it also controls and is compat ible with the hypersurface twistor theory of Penrose, Penrose (1975), Sparling (1997), Penrose & Rindler (1986).
 In the first two sections, twistor theory is reviewed, highlighting the Pen-rose Obstruction, the "non-linear graviton" of Penrose and hypersurface twistor theory. In the last two sections, abstract twistor theory is outlined. Starting from the twistor factorization condition, equation (4.1), repeated differentiation yields an infinite differential ideal, consistent if negative rank forms are allowed. There is gauge freedom at each iteration. T h e abstract twistor structure is the quotient of the ideal modulo this gauge freedom. T h e abstract twistor surfaces
 ,are the integral manifolds of this structure. For the prototypical case of a null constant plane wave vacuum spacetime, the four dimensional projective space of abstract twistor surfaces is shown to depend upon a third order ordinary differential equation of hypergeometric type:
 , ,2
 Here the complex number a determines the wave profile.
 2 Complexity T h e complexification and compactif ication of Minkowski spacet ime, contains within it two families of complet ely null two-surfaces: the «-family , called projec-tive twistor space, FT, and the /?-family, the dual projective twistor space, FT", Mason & Woodhouse (1996), Penrose & Rindler (1984 & 1985). Each surface is a complex projective two space. Each family forms a complex projective three space. Any two surfaces of the same kind meet at a unique point. Generically an a and a ft surface do not meet , but if they do meet , then they meet in a complex null geodesic and conversely, every complex null geodesic determines a unique pair of surfaces, one of each kind, that passes through it. T h e spaces are naturally dual, the duality corresponding t o incidence of the surfaces. T h e spacet ime is then the Grassmannian of projective lines in either twistor space.
 Using spinors and abstract indices in the style of Penrose, the twistor surfaces are the integral manifolds of the differential ideal generated by factoring the canonical one-form, 0" = l"n + nal — m V — m'am, where (/, n, m, in') is a null tetrad:
 0"=aA'ftA. (2.1)
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 This equation describes an «-surface or a /¿-surface, respectively, according to whether iV1 is a spinor and ()A a spinor-valuod one-form, or inversely.
 If there is conformal curvature, then integrability conditions arise which g(;nerically destroy the twistor surfaces. Applying the Levi-Civita covariant ex-terior derivative d to equation (2.1) for the case of an «-surface, the condition of vanishing torsion, dO" = 0, yields the equation: nA dfiA = —(daA )fiA. Prom this equation, we derive the equations, valid for some one-form 7: dfiA = 7 ( ) A
 and (daA + 7 0 ^ )f3A=0. If the twistor surface is genuinely two-dimensional, we have flcftC 0 and we infer the equation: daA = - f a A . For any spinors vA and vA, we have <PvA = RA
 rvli and <l2vA = R^v1*, where Ra'B'
 and R,\iJ are the spinor curvature two-forms. Applying d to the equation for daA , we get: R.AS,a" = -(dy)aA . Then contracting this equation with « 4 -we get t h e equation: Oc^au'RA 11 = 0. Now RA 13 decomposes as follows: RA'B' _ oAC,0AiCA'B'c'D' + o^'up»', where CA'l1'c'D' is the (symmetric) primed Weyl spinor and the indexed one-form P contains the information of the Ricci tensor. Using this decomposit ion with equation (2.1), we find: 0 = nA-atif RA a = aA.an.acnn.CA'n'c"D'I3C/3C. Since (3CPC t 0, we ob-tain the Penrose Obstruct ion in the form:
 ( x A . a t i . a c - c x D - C A ' B ' c ' D ' = 0. (2.2)
 In conformally flat spacet ime, the Penrose Obstruction vanishes and I here are twistor surfaces through every point, wit h every possible tangent spinor a'* at that point. If we want as many t.wistors in t he case of curved spacetime, through each point, we are forced to conclude that the primed Weyl spinor must vanish identically. If we need both twistor spaces to exist then both the primed and unprimed Weyl spinors must vanish and the spacet ime is necessarily conformally flat. Th i s is the key result of Penrose (1975), Mason & Woodhouse (199G):
 T h e o r e m 2 . 1 Three dimensional projective, twistor and dual twistor spaces of
 completely null two surfaces exist in complexified spacetime if and only the space-
 time is conformally flat.
 Penrose realized that an interesting twistor theory still exists for anti-self-dual complex spacet imes: those with the primed Weyl spinor zero but not the un-primed. If CA'B'CD' is zero, then the twistor space of «-surfaces exists, just as in Minkowski spacet ime, but not the dual twistor space. More precisely he showed the following theorem, Penrose (1976):
 T h e o r e m 2 . 2 For a spacetime with C',vB'C'Ii' = 0, a three, dimensional pro-
 jective twistor space of completely null two surfaces exists. Each spacetime point
 has a Riernann sphere, of twistor surfaces through it. Null separated points in
 spacetime have incident Riernann spheres.
 If a three dimensional manifold is given containing an embedded Riernann
 sphere, with normal bundle the direct sum of two line bundles of Chern class one,
 then perturbations of the. sphere give a four dimensional manifold of such spheres
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 and that manifold then has a conformal structure, determined by incidence of the spheres and has the original three dimensional manifold as its twistor space. The conformal curvature, is anti-self-dual: CA'B'C'D' — 0-
 This theorem is an application of pivotal results of Kodaira, who showed t hat the condit ions on the normal bundle implied t hat there is a four parameter set of perturbed spheres, Kodaira (1902). Penrose further realized that the conformal structure is also built in and, building on work with N e w m a n , he showed that the vacuum field equations could be axiomatized in terms of the existence of certain forms on the twistor space, Newman (1976), Penrose & Rindler (1984 & 1986). Ward showed how t o allow for a cosmological constant , Ward (1980).
 3 Reality T h e Penrose theory of self-dual vacuum spacet imes is very beautiful and sat-isfactory, but his original intention was to understand real spacetimes. For real Minkowski spacetime, the twistor space T (the vector space whose projec-tive space is FT) has a pseudo-hermitian conjugation, of s ignature (2 ,2 ) taking the twistor space to its dual. T h e symmetry group is U(2,2), which induces
 t h e action of the conformal group on spacetime. T h e conjugation also gives a pseudo-Kahler scalar for T. There is a preferred hypersurface N of T where the pseudo-Kahler scalar vanishes. This hypersurface acquires a C1R structure of Levi s ignature ( 1 , 1 , 0 ) from its embedding in T. T h e real points of compactif ied Minkowski spacet ime are those two dimensional subspaces of T that lie in N. T h e projective image of N in F T is called FN. It. is a hyperquadric C'Ji hyper-surface in FT of non-degenerate Levi signature (1 .1) . T h e real spacetime points are represented in FT by the projective lines of FT that lie entirely in FN.
 N e w m a n and Penrose found that associated to the radiation field at null infinity of an asymptotical ly Hat analytic spacet ime there is a twistor space em-bodying the correct structure to represent a self-dual vacuum, Newman (1970), Penrose (1976). This places the complex self-dual theory in a real context , al-beit at infinity. T h e twistor space has a pseudo-Kahler scalar (with a Ricci fInt. metric), whose vanishing gives a preferred GJl hypersurface of Levi s ignature ( 1 , 1 , 0 ) , Ko, Newman and Penrose (1977).
 Generalizing. Penrose observed that a twistor construction exists anchored to any given complex analytic hypersurface in a complex analytic spacet ime, Penrose (1975). On the hypersurface there are two three parameter families of twistor curves, the a -curves and ^-curves, forming the projective twistor and dual twistor spaces of that hypersurface. These spaces coincide if the second fundamental form is pure trace. On each type of curve, the one form 0" factor-izes as 0" = aA ftAp, with p a one-form. On an a-curve or /3-curve, respectively, we have also the vanishing of the form a,.ydaA or 0,\dfiA. For each such twistor space there is an associated spacet ime with self-dual or anti-self-dual Weyl cur-vature. If the given spacet ime has anti-self-dual or self-dual Weyl curvature, then the « or /i-curves are just the intersection of the hypersurface with t he cv or
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 /.i surfaces as appropriate. If the liypersurface is at null infinity, the hypersurfaec twistor spaces agree exactly with those studied by Newman and Penrose. For a general liypersurface, however, il is not known if there is a preferred metric in the conformal class of the metric of the self-dual spacetime determined by the twistor geometry.
 The real version of this structure for the case of real smooth Lorentzian manifolds is ¡us follows. To any liypersurface % in the manifold, there is naturally defined a seven-dimensional SIR manifold IN", which lias Levi signature (1 ,1 ,0 ) , giving a deformed analogue of N. Here N is the open subset obtained from the primed co-spin bundle over DC, by deleting any point (x, with x € 'J( and 7T..V a spinor at x, of the primed co-spin bundle, such that the real null vector ka nA is tangent to IK. In particular if 0( is spacelike, then N is the primed co-spin bundle with only the zero section deleted. The one forms defining the C'lR structure are the restrictions to N of the forms dn^' and 0air,y at any point (a:, 7r,v) of >/. The projective space IPX of X is the <iuotient of X by identifying (non-zero) proportional spinors at any point of %. Then IPX has an induced non-degenerate 6IR structure of Levi signature (1 ,1) .
 A main theorem here is a theorem of the aut hor, Sparling (1997):
 T h e o r e m 3 . 1 On the co-spin bundle of a real smooth Lorentzian spacetime, X, there, is defined a canonical real symmetric covariant two index, tensor, the Fefferman tensor, <I>. The tensor is invariant under confonnal transformations of the metric of X. Explicitly the tensor is given by the following formxda in the symmetric tensor algebra of the co-spin bundle. of'X:
 <1> = I0"{t! A d-n,y — •K/yd-nJ\).
 Restricted to the co-spin bundle of any liypersurface 0( of X, <I> gives the Fef-ferman conformal metric of the projective twistor C1K structure, 'J'j\f, of the piv-jective co-spin bundle of !K and determines that structure completely, if the. spacetime is real analytic, then 'J'K embeds as a CIR liypersurface in the space, of a-curves of the complexification of 1(. If the. spacetime is conformally flat then IPK is naturally CIR isomoiyhic to an open subset. o/iPN.
 So the Fefferman tensor provides the glue that makes the various CIR structures of the various hypersurfaces in spacetime cohere. It would be desirable to analyse the properties of the Fefferman tensor <I> directly, without first restricting it to a liypersurface. Unfortunately, there has been little or no progress in this direction. Also it should be pointed out that these constructions are purely kinematic, requiring no field equations. It is still unknown, in general, if any additional information is carried by the liypersurface twistor C1R structures, or by the Fefferman tensor, when the spacetime is subject to, say, the Einstein vacuum equations.
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 4 Abstract Recently the Penrose Obstruction was overthrown, Sparling (1996). An extra term is inserted in its derivation, which changes the Penrose Obstruction just to part of one equation. We first rewrite the t.wistor factorization equation as follows:
 ea=qA'aA. (4.1)
 Mere qA is a spinor field and a is a one-form (henceforth we use Greek or Latin alphabets for Grassmann odd or even entities, respectively). As before, we get the equations: daA = faA and (dqA -f 7 q A )ctA - 0, with 7 a one-form. Then dqA +iqA = AQ Z, where 2 = aAaA. A grade count gives AQ grade minus one, so AQ vanishes. One more derivative then gives the obstruction. To circumvent the obstruction, we simply declare that, minus-one-forms exist! So we enlarge the standard algebra of forms with forms of negative rank.
 We continue, with AQ an indexed minus-one-form. We have d2 = zro, where ro is a derivation such that r(}(vA ) = qc q° CA.,p,v/j> + 2CqA q" vyp and ro{vA) = <f q" CA!{
 n,vij, for any spinors vA and vA, where C and Cn(, are proportional to the Hicci scalar and to the trace free part of the Ricci tensor, respectively. Henceforth we work in an Einstein spacetime: one for which Cat, = 0. Then d1 and ro annihilate unprimed spinors. From the defi-nition of z, we have: dz — 2yz. Applying d to this equation and to the equa-tion defining AQ , we obtain the equations: d7 = xqz, for some scalar :CO and z(d\§ -1- 37A0 - XoqA - i'o(q)A ) = 0. This last relation gives the equation:
 d\A' +37AQ' - ,TQqA' - r0{q)A' = -aAXAA' = S ( X f ) . (4.2)
 Here A" is a minus-one-form. Henceforth we work within the contravariant. un-primed symmetric spinor algebra S, omitt ing the unprimed spinor indices of any element of 8. Denote by S„ the subspace of S spanned by spinors of n-indices. Then <5 is a one-form-valued derivation, which ignores primed spinors and which maps each S„ to S„_ 1, and whose action 011 any unprimed spinor v £ §1 is given by the formula: <$(?») = aAvA. Also define the multiplication operator a to be left, multiplication by the unprimed spinor valued one-form (V',, in the algebra 8; then a takes each S„ to §„+1.
 If we contract equation (4.2) with qA-, we recover the Penrose Obstruction, if all minus-one-forlns are put to zero. Here there is 110 obstruction. Applying d to the defining equation for Zo, we obtain the formula, for some x\ € S | :
 dX0 + 2"/x0=6(xl). (4.3)
 Next the Bianchi identity, d A d2 = 0 (where A denotes the commutator of derivations) yields the equation, valid for some Sj-valued derivation J | , which annihilates unprimed spinors:
 d A 7*o + 277-0 = 6 A 7'i. (4.4)

Page 358
                        
                        

A bs I m <:!,/ Vi»lual/Rca I1 ty/C'o mplexi 1y
 Repeated differentiation produces three infinite series (x„,rn, A„) € S;*, where we suppress the primed index of Xa and each r„ is an S n -va lued derivation which annihilates imprinted spinors. We find t h e following result:
 T h e o r e m 4 . 1 The twistor factorization equation consistently generates an un-
 obstructed infinite differential ideal in an analytic Einstein spacetime, using neg-
 ative rank forms. The ideal is defined by the. following recursions, valid for each
 non-negative integer n:
 <5(xn+1) = dxn + (n + 2)7xn + 2ay„ (x, x), (4.5)
 6 A ?•„+, =d A r„ + (n + 2 )7r„ + 2 a p „ ( r , r ) + 2aqn[x, r ) , (4.6)
 <5(A„+1) = d\„+(n+3)i\n-x„<i-r„(q)+2agn{x, A ) + 2 a p „ ( r , A). (4.7)
 Here gn(x, y) = p „ ( x , y) + qn(x, y) and we have:
 r+.t=n-l v '
 / \ v - 2x rj /s (r + s + 3) *(*•»> = £ ( r + 1 ) ( r f 2 ) ( r + 3 ) - <4-9>
 In the case n = 0. equat ions (4.5), (4.6) and (4.7) exact ly agree with equations (4.3), (4.4) and (4.2), respectively, given above.
 For the proof of Theorem 4 see Sparling (1996). Note that for the proof it is required that , even in the enlarged Grassmann algebra, the indexed one-form a A behaves just like a conventional pair of one forms. T h e necessary axiomatics are given in Sparling (1996).
 A non-linear gauge freedom arises in the construction of the ideal, primarily because at each s tage the operators defining the next s tage have non-trivial kernels. A complete analysis of the gauge freedom has been given by Hillman and the author, Sparling and Hillman (1997).
 Finally the abstract twistor structure is by definition an equivalence class con-sisting of t he ideal summarized in t his section, modulo the equivalence relation produced by the group of gauge transformations. Then we have:
 T h e o r e m 4 . 2 To any real analytic Einstein spacetime, there is naturally asso-
 ciated an abstract twistor structure.
 5 Virtual Here we briefly discuss the abstract twistor theory of a null constant plane wave spacet ime, with global metric in complex coordinates (u,v,x,y):
 g = 2dudv - 2 d x d y - (ax2 -f af)du2. (5.1)
 Here ( a , c ) € C 2 . A Lorentzian slice arises if c = a, y = x , u = i l and v = v.
 We introduce a null tetrad of one-forms, such that g = 2hi - 2 m m ' :
 I = dú, m = dx, rn' — dy, n = dv — (ax2 + cy )du./2. (5.2)
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 T h e Levi-Civita covariant exterior derivative <1 is given as follows: <lla — 0,
 dma - cyll„, drn'a = axlla and dn„ = axlma + cylm'a. T h e curvature, ltab, such
 that d2va = -RabVb, for any co-vector vb is: Rilb=-2alml[amb] - 2clm'l[ arn' by
 This is pure Weyl, so the spacet ime is indeed vacuum. Passing to spinors we write
 l„ = OAOA>, ma = OaLA', m' = i,\o,\• and n 0 = M M ' , where o,\tA = oA"A = 1.
 T h e n the spin connection is as follows:
 do A = 0, di-A = OXIOA, do, y — 0, di.A> = (?ylo,y- (5.3)
 T h e Weyl spinors are G'ABCD = -UOAOBOCOD and CA'B'C'D' = -COA-OU-OCOD'-
 Associated to the algebraic speciality of the primed Weyl spinor, some or-dinary twistor two-surfaces exist, those with tangent spinor oA . T h e s e are the surfaces with u and y constant. We turn to the abstract twistor surfaces. We write the factorization equation in the form: 0" = qA dsA, which amounts to tak-ing a gauge transformation to el iminate the one-form 7 of the previous section. T h e two components of .s/1 will serve as the twistor surface co-ordinates.
 Taking components of the factorization equation, using equations (5.2) and (5.3), we arrive at the following system of equations:
 du = pds, dv = qdt + (ax2 + cy2 - 2axsq)pds/2,
 dx = qds, dy = pdt — axsp ds. (5.4)
 Here we have put p = qA o,y, q = qA M s = SAOA and t. = SAt,y.
 Differentiating equation (5.4), we find the following additional equations:
 dpds = dqds • dpdt = 0, dqdt = a/p2dsdl. (5.5)
 We solve, by taking dp = 0 (regarding th is as a choice of gauge) and dq =
 cyp2ds+pdsdt, with p a minus-one-form. Differentiating again gives the equation: (dp - cp3)dsdt = 0. Classically we have p - 0, so cp3 = 0, which forces self-duality, c. = 0, or p - 0 ( the surfaces already discussed). Henceforth we take c / 0 and p generic (p -/= 0), so we must take p non-zero. Then we have dp = cp* + Xds + ¡ult, for some minus-one-forms A and p. Then dp is invertible, so we may define uj by the formula a; = p(dp)~l. Then duj = l and dq =
 cyp2ds 4- cp^uidsdt. Summarizing, we now have the system:
 dio — 1, dp = 0, dq = cyp2ds + cp3U)dsdt,
 du = pds, dx = qds,
 dy = pdt axsp2ds, dv - qdt -I- (ax' + c;/~ — 2axsq)pds/2. (5.6)
 It is easily checked that equation (5.6) const i tutes a closed differential system.
 T o analyse it, define new variables 7 and z by the formulas:
 (j = v — qujdt., z = y — pu)dt. (5.7)
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 Without loss of generality we may t ake s = up '. Also put r = <¡p Direct substitution in equation (5.G) gives the following list of equations:
 This is an ordinary differential system: neither w nor t appears explicitly, the latter in keeping with the symmetry of the problem. Equation (5.8) clearly amounts to the hypergeometric equation given in the introductory section above. Having solved this equation, equation (5.9) is a quadrature, giving a complete solution for all variables in the given gauge. For the projective twistor space there are four free parameters, so the projective twistor space has one higher dimension than the traditional twistor spaces. This extra dimension turns out to be enough to give natural projections to all the conventional hypersurface twistor spaces, as will be shown explicitly, in future work, in the case a = 0 (when the classical dual twistor space exists, and the hypergeometric equation degenerates, so that all the variables are polynomial in i¿) and somewhat less explicitly in the full case a ^ 0. Also there is a pseudo-Káhler scalar, which controls those of the various hypersurface twistor spaces.
 Bibliography Ko, M., Newman, E. T., and Penrose, R. (1977). "The Kahler structure of asymptotic twistor space", Journal of Mathematical Physics 18, 58-64. Kodaira, K. (1962). "A t heorem of completeness of characteristic systems for analytic families of compact submanifolds of complex manifolds", Annals
 of Mathematics, 75 , 146-162.
 Mason, L. .1. and Woodhouse, N. M. J. (1996). Intcgrability. Self-Duality, and Twistor Theory, London Mathematical Society Monographs, New Series 15, Oxford: Clarendon Press.
 Newman, E. T. (1976). "Heaven and its properties." General Relativity and Gravitation, 7, 107-127.
 Ockham, Guillehni de (1981). "Quaestiones in librum tertium Sententiannn (Reportado)", in Opera Theoloyica, Vol. V, editors Gedeon Ga'l and Rega Wood, q.18, p. 404, St. Bonaventure, New York: Franciscan Institute. Penrose, R. (1975). "Twistor theory: its aims and achievements," in Quan-
 tum Gravity: An Oxford Symposium, editors C. .1. Isham, R. Penrose and D. W. Sciama, Oxford: Clarendon Press.
 Penrose, R. (1976). "Non-linear gravitons and curved twistor theory," Gen-eral Relativity and Gravitation, 7. 31-52.
 Penrose, R. and MacCallum, M. A. H. (1972). "Twistor theory: an approach to the quantization of fields and space-time," Physics Reports, Physics Let-ters C 6, 241-315.
 dp = 0, dx - rdu, dr - czdu, dz = —auxdu,
 dg — (ax~ — 2arxu + cz2)du/2.
 (5.8)
 (5.9)
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25 Interaction-Free Measurements
 Lev Vaidman School of Physics and Astronomy, Raymond, and Beverly Sackler Faculty of
 Exact Sciences, Tel-Aviv University. Tel-Aviv 69978, Israel
 1 The Penrose bomb testing problem I am greatly indebted to Roger Penrose. I have learned very much from his papers, from his exciting books, and from our (too short) conversations. I am most grateful to Roger for developing the idea of Avshalom Elitzur and myself on interaction-free measurements (IFM). The version of IFM Penrose described in his book (1994) is conceptually different from our original proposal, and al-though it is much more difficult for practical applications it has the advantage of demonstrating even more striking quantum phenomena. So I will start with presenting Penrose's version of IFM.
 Suppose we have a pile of bombs equipped with super-sensitive triggers. The good bombs have a tiny mirror which is connected to a detonator such that if any particle (photon) "touches" the mirror, the mirror bounces and the bomb explodes. Some of the bombs are duds in which the mirror is rigidly connected to the massive body of the bomb. Classically, the only way to verify that a bomb is good is to touch the mirror, but then a good bomb will explode. Our task is to test a bomb without exploding it. We are not. allowed to make errors in our test, i.e., to say that a bomb is good while it. is a dud, but we may sometimes cause an explosion.
 There cannot be a solution by weighing the bomb, or touching the mirror from the side, or any other similar way: the only observable physical difference between a good bomb and a dud is that the good bomb will explode when a single particle will touch the mirror, and the dud will not. Thus, the solution of this task seems to be logically impossible: the only difference between the bombs is that one explodes and the other does not and we are asked to test a bomb without exploding it. Nevertheless, quantum mechanics provides a solution to the problem in a surprisingly simple way.
 The method uses the well known Mach-Zehnder interferometer which is shown in Fig. 1. The photons reach the first beam splitter which has transmission coef-ficient 1 ¡1. The transmitted and reflected parts of their waves are then reflected by two mirrors and finally reunite at another similar beam splitter. Two detec-tors collect the photons after they pass through the second beam splitter. It is
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 Fic:. 1. M a c h - Z e h n d e r I n t e r f e r o m e t e r . When the interferometer is properly tuned, all photons are detected by D\ and none reach D>. The mirrors must be massive enough and have well-defined position.
 possible to arrange the positions of the beam splitters and the mirrors in such a way that due to destructive interference no photons are detected by one of the detectors, say D>- and they all are detected by D\.
 In order to test a bomb we have to tune the interferometer in the way in-dicated above and replace one of its mirrors by the mirror-trigger of the bomb, see Fig. 2. We send photons through the system. If the bomb is a dud then only detector D\ clicks. If, however the bomb is good then no interference takes
 • \ Hi
 / / / / ' 1
 Fic.. 2. T h e P e n r o s e b o m b - t e s t i n g d e v i c e . The mirror of the good bomb cannot reflect the photon, since the incoming photon causes an explosion. Therefore, D-i sometimes clicks. (The mirror of a dud is connected to the mas-sive. body, and therefore the interferometer "works", i.e. D> never clicks.)
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 FIG. 3. Finding an ultra-sensitive mine without exploding it. If t he mine is present , detector has probability 25% to detect the photon we send through the interferometer and in this case we know that the mine is inside the interferometer without exploding it.
 place and there arc three possible outcomes: the bomb might explode (probabil-ity 1 / 2 ) , detector D\ might click (probability 1 /4) , and detector D i might click (probability 1 /4) . In the latter case we have achieved our goal: we know that the bomb is good (otherwise D2 could not click) without exploding it.
 2 The Elitzur-Vaidman bomb testing problem Although conceptual ly Penrose's proposal for test ing bombs is very interesting, its implementat ion is very difficult. T h e tricky part is replacing the mirror of a tuned interferometer by the bomb. Usually, replacing a mirror requires re-tuning the interferometer, but here it is impossible to do that ( the bomb might explode while we are re-tuning). T h e original bomb testing problem (Elitznr and Vaidman, 1993) is sl ightly less dramatic, but it can and has been implemented in a real experiment . This problem is equivalent to the task of finding an ult ra-sensit ive mine without exploding it. T h e solution is similar to the above: we tune the Mach-Zehnder interferometer t o have no photons detected by D >. Then we place the interferometer in such a way that the mine (if present) blocks one of the arms of the interferometer, see Fig. 3. All the discussion above about the operation of the device is the same, but the main difficulty is absent: there is no need t o fix the exact position of the mine.
 T h e efficiency of finding a good bomb (mine) without exploding it in the above procedure is only 25%. By modifying I he transmission coefficients of the beam splitters and repeating the procedure in case of no explosion we can (almost) reach the efficiency of 50%. Even more surprisingly, the efficiency can be made as close as we want to 100% by integrating the idea of the IFM with the quantum Zeno effect, see Kwiat et al. (1995).
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 FIG. 4. S i n g l e - p h o t o n g u n . The signal photon comes from the down-conversion crystal DCC and stored in the delay ring during the time that the idler photon activates a detector which sends a fast electronic signal to open a shutter for a short time on the way of the signal photon.
 3 Experimental realization of the IFM Two experiments verifying IFM have been performed. The first (Kwiat el al. 1995) used a down-conversion crystal as a photon source and state of the art op-tical components. The "bomb" was an efficient detector and the "explosion" was a registration of the count by a computer. A statistical analysis of t housands of counts was performed and, after normalization according to the noise and the efficiency of the detectors, the results confirmed the prediction of quantum theory with a very good precision. The second experiment was performed as a demonstration at the science fair in Groningen (du Marchie van Voorthuysen, 1997). In this experiment a standard Mach-Zelmder interferometer was oper-ated. Occasionally a detector (connected to a loud bell in order to simulate t he explosion) was inserted along one arm of the interferometer. A dimmed laser light entered the interferometer. The visitors could see that, without the bell-detector usually D\ clicked first. When the bell-detector was present, in most of t he cases they first heard the bell, sometimes D\, but also, in many cases D> clicked first, thus telling us that the bell-detector is inside the interferometer.
 The technical achievements of the two experiments cannot be compared, but the latter had one advantage: it. was really testing (although inefficiently and not very reliably) the presence of the bomb (the bell-detector). The first experiment was much more precise, but it was used more to test quantum mechanics, than to find an object without "touching" it. In the experimental run the detector which played the role of the bomb was triggered many many times. It can be considered an IFM only during the short time windows defined by the clicks of the detections of the "idler" photons coining from the down-conversion crystal.
 This type of experiment with coincidence counts is commonly considered as "a single-photon" experiment. (In the Groningen experiment there was no attempt
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 to use fi single-photon source at all.) I think, however, that it is conceptually important to perform an IFM with a real single-photon source, a device which emits when commanded just one photon. I may call it a single-photon gun, see Fig. 4. In such an experiment there is another paradoxical aspect: we can get information about a region of space never visited by any particle, see Vaidman (1994a).
 4 Generalized IFM Let us consider now a more general task which can be considered as an IFM, see Vaidman (1994b). We have to verify that the system is in a certain state, say I*!»). The state |<I') is such that its detection causes an explosion or destruction: destruction of a system, of a measuring device, or at least of the state l^) itself. The states orthogonal to [»I») do not cause the destruction. Although the only physical effect of I1!*) is an explosion which destroys the state, we have to detect it without any distortion.
 Let us assume that if the system is in a state and a part of the measuring device is in a state I'I'i), we have an explosion. For simplicity, we will assume that if the state of the system is orthogonal to ¡»I*) or the part of the measuring device which interacts with the system is in a state |<1>2) (which is orthogonal to |<I>i}) then neither the system nor the measuring device changes their state:
 Now, let ns st art with an initial state of the measuring device |x) = «|'I>i)+/^|<I>.>)-If the initial state of the system is I»!1), then the measurement interaction is:
 |*>|X) ->a\expl) +/?|<P)|4»2) = a\expl) + ß\9)(ß'\X) + a | x ± » , (4.2)
 where | x x ) = -fi'V^x) + a| i>2). If, instead, the initial state of the system is orthogonal to |4»), then the measurement interaction is:
 To complete our measuring procedure we perform a measurement on the part of the measuring device to distinguish between |x) and | x i ) - Since there is no component with | \ i.) in the final state (4.3), it can be obtained only if the initial state of the system had the component I*?). This is also the final state of the system: we do not obtain | x x ) hi the case of the explosion.
 A Mach-Zehnder interferometer is a part icular implementation of this scheme. Indeed, the photon entering the interferometer can be considered as a measuring device preparer! by the first beam splitter in a state |x) = ^ ( I ' l ' i ) + I'I'i)), where I'I'i) designates a photon moving in the lower arm of the interferometer, and |'l>-.>) designates a photon moving in the upper arm. Detector together with the second beam splitter tests for the state | x x ) = I'I'i) - |4>2)).
 19) I'I'i) -» \expl)
 I*> |1'2> - I * ) |'T'2> (4.1)
 l*x) |x> -> l*±) |x>. (4.3)
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 FIG. 5. S a f e X - r a y p h o t o g r a p h y . Between two parallel mirrors another mir-ror which reflects 99.9% and transmits 0 .1% is introduced. A photon start ing on the left side will then end up on the right side after about 50 bounces. If, however, on the right side there is an object which can absorb the photon, then wi th 95% probability the photon will stay on the left. To make a photo-graphic picture, a person enters into the right side and the photons are placed on t h e left, side. After the t ime required for 50 bounces a photographic plate is introduced in the left side. In such an experiment the bones absorb only 5 % of tin; radiation, i.e. twenty t imes less than in the the standard method. (It is assumed that t h e soft t issue does not affect the X-rays at all, while the bones are opaque.)
 5 Applications of the IFM In principle, the IFM may have many dramatic practical applications. For ex-ample, if we have a method of selecting a certain bacteria which also kills it,, the IFM may allow us to select many such live bacteria. One can fantasize about safe X-ray photography, see Fig. 5. One can design a scheme of a computer which will allow knowing the result, of a computat ion without computing, see Jozsa (1996). T h e s e are gedanken ideas, but I am optimist ic about finding s i tuat ions in which the IFM will have some real practical applications.
 6 The IFM as counterfactuals T h e IFM also has interesting philosophical implications. Let me quote Roger Penrose (1994, p.240):
 W h a t is particularly curious about quantum theory is that there can be actual physical effects arising from what philosophers refer to as counter/actuals - that is, tilings that might have happened, although they did not happen.
 For m e this paradoxical s ituation gives another reason why we should accept the many-worlds interpretation (MWI) of quantum theory. According to the MWI,
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 in the s i tuat ions considered by Penrose, "tilings" did not happen in a particular world, but did happen in some other world (see Vaidman 1994a). Therefore, t hey did take place in the physical universe which incorporates all the worlds and thus their effect is not so surprising.
 T h e research was supported in part by grant 0 1 4 / 9 5 of the the Basic Research Foundation (administered by the Israel Academy of Sciences and Humanit ies) .
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26 Quantum Measurement Problem and the
 Gravitational Field
 J e e v a A n a n d a n Max-Planck-Institut für Physik
 Föhringer Ring 6, D-80805 Munich, Germany and
 Department of Physics and Astronomy University of South Carolina, Columbia, SC 20208, USA
 1 Introduction Two of t he most important unsolved problems in theoretical physics are the prob-lem of quantizing gravitation and the measurement problem in quantum theory. It is possible that the solution of each one needs the other. Since we have suc-cessful quantum theories of elect roweak, and strong interactions, the solution to the problem of the collapse of the wave function, known as the measurement problem, may lie in t he yet unknown quantum theory of the remaining interac-tion, namely quantum gravity. On the other hand, the numerous unsuccessful attempts to construct a quantum theory of gravity for more than six decades on the assumption that the present linear quantum theory is correct suggests that perhaps not only general relativity but also quantum theory should be modified in order to construct of satisfactory quantum theory of gravity.
 In section '2, I shall briefly review the measurement problem and protective observations. I shall argue, in section 3, that none of the standard interpretations of quantum theory provide a solution for the measurement problem. This sug-gests that a modification of quantum theory may be needed, particularly since protective observation suggests that the wave function is real and therefore the reduction of the wave packet during measurement is a real objective process. I then consider, in section 4, the suggestion along the lines mentioned above due to Roger Penrose (1981, 1986, 1989, 1993, 1994, 19ÜG). He advocated the use of the gravitational field of the wave function to explain its reduction during mea-surement. While several other physicists have also argued that the phenomenon of state vector reduction is an objective, real process, and not just a change in t he state of knowledge of the observer (e.g. Karolyhazy 1966; Pearle 1986. 1989), an important aspect of Penrose's proposal is that he has quantitative predictions for the time of collapse of the wave function, which has the potential of being subject to experimental tests (see also Diosi 1987, 1989; Ghiradi, Grassi, and
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 Rimini 1990). Conversely, experiments could guide us in constructing a definite theory (which still does not exist) that would justify or modify this proposal. 1 then generalize this proposal for quantum superpositions of weak gravitational lield states that are arbitrary in the absence of matter and stationary in the presence of matter.
 2 Quantum measurement problem The simplest, though dramatic, statement of the measurement problem in quant-um t heory is that quantum, theory docs not explain the occurrence of events. So, quantum theory does not explain the first thing we observe about the world around us.
 To see this, consider a quantum system whose state is described by a wave Function ij> just before it interacts with an apparatus, which we shall treat quan-tum mechanically also. Suppose tj) = Yl, ciipi> where ip, is a state of the system, which after it interacts with the apparatus leaves it in the state that is described by the wave function ip'n,. where \j>\ represents the new state of the system and <v, the corresponding state of the apparatus. We represent this by
 Then it. follows from the linearity of quantum evolution that the interaction of i/> with t he screen is represented by
 T h e resulting state is called an entangled state, meaning t hat, it cannot be written as simple product of the form ib'<x'.
 For example, the quantum system may be a photon and the apparatus a photographic plate. Then ifi, is a localized wave function of the photon which interacts with the plate to trigger a chemical reaction which results in a spot on the screen represented by a , . But ip produces a quantum superposition of many different, spots on t he screen that correspond to the different states of the photon. Since the photon has now been absorbed, ijj^a, in the right hand side of (2.1) and (2.2) may be replaced simply by a , . We would not call the resulting state entangled. Nevertheless, the experiment (2.1) establishes a correlation between the state and « , . So, if we observe a; , whether or not the quantum system is now present, we can deduce the state of the system tpi that would have caused this state of the apparatus. So. what is essential to measurement is this correlation between the system states and the corresponding apparatus states and not entanglement.
 However, for a given photon in the state ip we actually observe only one spot described, say, by <n • This appearence of a spot may be regarded as an approximate representation of an event, because it occurs in a fairly localized region of space-time that is defined by the small spatial region on the screen and
 (2.1)
 (2.2)
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 the small interval of time during which it is formed. But (2.2) by itself does not explain the appearance of this 'event'. So, we need to make an additional 'projection postulate'
 where ip'kak represent the particular event or set of events observed. The quan-tum measurement problem is the problem of understanding (2.3). which is re-ferred to as the reduction of the wave packet or collapse of the wave function. For example, is (2.3) an objective dynamical process, which we may take (2.2) to be, or is it a subjective process we make in our minds due to the additional information we obtain from the measurement? Or what determines the preferred states a, into which the reduction takes place?
 So, the state vector undergoes two types of changes (Wigner 1963), which using the terminology of Penrose (1989, 1996), may be called the U and II processes. (2.1) and (2.2) are U processes, whereas (2.3) is the R process. The U process is the linear unitary evolution which in the present day quantum theory is governed by Schrcklinger's equation. But what causes the measurement problem is the linearity of the U process. The unitarity is really relevant to the R process. Unitarity ensures that the sum of the probabilities of the possible outcomes in any measurement, each of which is given by an R process remains constant during the U time evolution. This of course follows from the postulate that the transition probability from the initial to the final state in the R process is the square of the modulus of the inner product between normalized state vectors representing the two states.
 The process of measurement, as described above, takes place in two stages: first is the entanglement (2.2) and second is the collapse (2.3). If we had no choice in preparing the initial state of the system then ip would be in general a superposition of the tp,s. Then the entanglement (2.2) would be the inevitable consequence of the linearity of the evolution. But if we could prepare the state then it. is possible to prevent entanglement as in the case of protective observation (Aharonov, Anandan and Vaichnan 1993). That is, in such an observation
 where the state represented by does not differ appreciably from the state V-The protection is usually an external interaction which puts ip in an eigenstate of the Hamiltonian and the measurement process results in adiabatic evolution.
 Then a ' gives information about tp; specifically it tells us the 'expectation value' with respect to ip of the obervable of the system that it is coupled to an apparatus observable. By doing such experiments a large number of times it is possible to determine ip (up to phase) even though the system is always undergoing U evolution. Consequently, the statistical interpretation of quan-tum mechanics is avoided during protective observations. Indeed, rp may be determined using just one system which is subject to many experiments.
 (2.3)
 ijioi — > (2.4)
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 [f the protection mechanism is precisely known then it would be passible to determine t he by means of calculation. But there is a profound difference between experimental ly observing the state, which gives the manifestation of the state , and calculating it. Also, the protected state need not be in an e igens ta teo f the observable being measured, and yet there is no entanglement. It may appear that if the combined sys tem evolves as (2.4), as in a protective measurement, then we cannot obtain new information about the system state , because if this st ate were previously unknown then there should be the possibility of the sys tem being in more than one state with respect to t he apparatus, i.e. there should be entanglement or correlation between sys tem states and apparatus states. Th i s is true if the system states already have a well defined meaning.
 However, a state acquires meaning through its relation to other states. For example, describing a s tate vector |t/>) by means of its wave function is the same as giving the inner product of \i/j) with all the e igenstates of the position operator. A previously proved theorem (Anandan 15)93) s tates that from the 'expectat ion values' defined as functions on the set of physical states , it is possible to con-struct t he Hilbert space whose rays are these states. Indeed the entire machinery yf quantum mechanics may be constructed from the numbers which an exper-imentalist obtains by protective measurements. Before the Hilbert space is re-constructed. it is not possible to calculate the wave function. However, from the information which can in principle be obtained from protective measurements, it. is possible to determine the inner products between a given s tate vector and all other s ta te vectors, according to the above mentioned theorem, which gives meaning to the given s tate vector. So if the meanings of the s ta tes are previously unknown, then in this way it is possible to obtain new information that deter-mines the s ta te of a system by means of protective observations, even though the evolution is according to (2.4). Also, this is done by using just one quantum sys tem in the given state. No statistical interpretation of the wave function is needed. T h i s suggests that the wave function may be real and objective.
 3 Efforts to resolve the measurement, problem T h e well known Copenhagen interpretation a t tempts to deal with the measure-ment. problem by introducing an artificial division between the quantum sys tem being observed and the apparatus. T h e quantum system, which was assumed to be 'microscopic', is treated quantum mechanically. Its s ta te evolves in a Hilbert space. T h e apparatus, assumed to be 'macroscopic', is treated classically. T h e discontinuous R process occurs when the microscopic sys tem interacts with the macroscopic system. This is accounted for by supposing that the wave function represents only our knowledge of the s tate of the system, and this knowledge undergoes a discontinuous change when the measurement is made.
 T h i s is unsatisfactory because the apparatus is made up of electrons, pro-tons, neutrons and photons, which are clearly quantum mechanical. At the t ime when the Copenhagen interpretation was formulated, it was not known that a macroscopic superconductor must be treated quantum mechanically. Also, Bose-
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 Einstein condensat ion, which provides anot her clearly macroscopic quantum sys-tem, was not experimentally realized. Today we know and possess macroscopic quantum systems. Moreover, there have been numerous quantum mechanical experiments on a macroscopic scale, using superconductors, electron, neutron and atomic interferometry. Another related problem is that the Copenhagen interpretation does not specify the line of division between t he system and the apparatus. It. does not give a number, specifying the complexity or mass of the system, which when exceeded would make the system macroscopic. Also, t he early universe needs to be treated quantum mechanically because quantum gravitational effects were so important at that time. But nothing can be more macroscopic than the universe. And the universe is everything there is, so no line of division can be specified between it and the apparatus. Finally, protective observation, discussed in section 1, suggests that the wave function is real and objective, and is not just our knowledge of the system.
 This brings us to two famous interpretations of quantum theory in which t he wave function is regarded sis real, consistent with the meaning of the wave func-tion given by protective observation. One is the Everett interpretation (Everett 1957) in which the wave function never collapses. But this view carries with it a huge excess intellectual baggage in the form of infinitely many worlds that coexist wit h the world in which we observe ourselves in. Also, it does not seem to explain the 'preferred basis' or the 'interpretation basis' in which we observe the world to have a fairly classical space-time description. The latter description is very different from the Hilbert space description which is the only reality in t he Everett view. Furthermore, since the Everett view gives a deterministic de-scription of a real state vector, the only natural way of introducing probabilities is by coarse graining. But t his would not agree with the probabilities determined by the inner product in Hilbert space which is well confirmed by experiment.
 The Bolun interpretation (Bohni 1952) tries to overcome the old problem of wave-particle duality by asserting the simultaneous existence of both the particle and the wave. This dual ontology enables one to have the cake and eat it. too. Direct, experimental evidence of a particle, such as the triggering of a particle detector, or a track in a cloud chamber, etc., is explained as caused by the particle. And t his is the only role of t he particle. The motion of t in; particle is assumed to be guided by a 'quantum potential' determined by the wave function which explains, for example, the result of an interference experiment. Without the particle the Bohni interpretation would be like the Everett interpretation in that there is no collapse of the wave function. But the particles determine which branch oft.be wave function we (i.e. the part icles constituting us) are in. So. there is no excess intellectual baggage of the many worlds as far as the particles are concerned. But there are t he 'empty waves' of the other branches. These waves may be protectively observed and therefore may be regarded as real (Anandan and Brown 1995). This has the advantage over the previous interpretations in that there is no preferred basis problem because the part icles determine 'events', e .g. spots on the photographic plate, which give the illusion of a preferred basis

Page 377
                        
                        

./. Anandan
 in the Hilbert space. T h e absence of any further role for the particle is illustrated by the fact
 that the particle does not react back on the wave. This violates the action reaction principle, which may be regarded as a metaphysical objection to the Bohm interpretation (Holland 1993; Anandan and Brown 1995). As mentioned above, the only reason for introducing the particle in this interpretation is in order to explain the occurrence of events, which gives the familiar space-t ime description. But since the space-t ime description is intimately associated with the gravitational field, perhaps we should explain the occurrence of these events during measurement by using the gravitational field, instead of postulat ing a 'particle' (whose existence may be doubted because it does not satisfy the action reaction principle) as the 'cause' of this event-
 It is also strange that in the B o h m theory the wave function plays a dual role, namely the ontological role of guiding the particle, and the epistemological role of giving initially at least the usual prescription for the probability density of finding the particle. Also, parameters such as charge, mass, etc. , which are usually associated with the particle are spread out over the wave and not localized on the particle in the Bohm picture (Brown, Dewdriey and Horton 1995; Anandan and Brown 1995). Finally, when one goes over to quantum field theory, the ontology undergoes a sudden change because the particle is replaced by the classical field and it is not clear what its relation is to the previous ontology.
 In the Feynman path integral formalism of quantum theory, the measurement problem does not seem to occur, at least not explicitly. I asked Eugene Wigner t his question in a seminar he gave in 197G, and I am sure that others must have thought about this question too. Recently, it has been advocated as a solution to the measurement problem by Kayser and Stodolsky (1995). In this approach one assumes 'events', such as the spots on a photographic plate, to be a primitive concept. Only these events are considered to be real. Given an event A caused by a system, quantum mechanics gives the probability ampl i tude for a subsequent event D to be caused by the same system. Th i s is obtained by s u m m i n g the probability ampli tudes associated with the different paths by which the sys tem may go from A to D. Here, as in the Copenhagen interpretation, but not the Everett nor Bohm interpretation, the wave function is not real. It is the probability amplitude for different possible events, and is therefore a prescription for the statistical prediction of these events. It may then appear that there is no measurement problem because we can deal directly with probability ampli tudes wi thout a wave function which undergoes a mysterious collapse.
 However, the measurement problem may still be formulated by means of the following three questions in the amplitude language, with the translation into the wave function language given in parentheses. 1) W h e n do we convert probability ampli tudes into probabilities? (Criterion for macroscopicity of the apparatus?) 2) W h y is only one of the many possible events with non-zero probability ampl i tude realized in a particular experiment. (Collapse problem.) 3) W h y don't we see a superposition of the states that are actually observed
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 in experiments for which there is also a non-zero probability amplitude? (The preferred basis problem.) The wave function may be regarded as I he probability amplitudes to observe the particle at various points in space which then relates the above questions to the corresponding questions in the wave function language in parentheses. One cannot make the measurement problem go away by simply changing the language, which was Wigner's answer to my question.
 Although I rejected the Copenhagen interpretation as unsatisfactory, it may nevertheless be telling us something important. The apparatus being 'classical* simply means that it should be given a space-time description. So, the preferred basis associated with the reduction mentioned in the previous section consists of states which appear 'classical', i.e. they have a well defined space-time repre-sentation. The quantum system, on the other hand, has its states in the Hilbert space. But the space-time geometry is very different from the natural geome-try for quantum theory which is obtained from the Hilbert space (see for e.g. Anandan 1991). The gravitational field is now incorporated into the geometry of space-time. Indeed the difficulty in constructing a quantum theory of gravity may be due to these very different geometries for space-time and Hilbert space. But the II process brings these two geometries in contact with each other be-cause of the formation of events when we attempt to observe the Hilbert space state vector (Anandan 1980). This suggests that the gravitational field may be involved in this process. If the gravitational field, which is intimately connected with space-time, causes the reduction of the wave packet, then this may explain why the states into which the collapse takes place have a well defined space-time description. Also, this argument suggests that it; is not. necessary to go down to the scale of Planck length for quantum gravitational effects to become important, because the above problem of relating the Hilbert space geometry to space-time geometry, which is required by the reduction of the wave packet, exists even at much bigger length scales.
 4 Gravitational reduction of the wave packet If the wave function is real, as implied by protective observation, it is likely that its collapse or reduction is also a real process. Also, as argued in the previous section, none of the interpretations of present, day quantum theory advanced so far are satisfactory. We should therefore be open to the possibility of having to modify quantum theory. Several schemes have been proposed without involving the gravitational field to describe the /? process, notably due to Pearle (1989), and Ghiradi, Rimini and Weber (GRW) (1986). However, as argued at the end of section 2 it is plausible that the gravitational field is involved in the reduction. Indeed several suggestions for such a reduction have been made (Karolyhazy 1966; Pearle 1981, Ghiradi, Grassi and Rimini 1990). But I shall consider here only a recent specific proposal by Penrose (1996).
 To fix our ideas, consider the Stern-Gerlach experiment for a spin-half particle such as a neutron. It is well known that as the neutron passes through the in homogeneous field of the Stern-Gerlach apparatus, its wave function splits
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 into two, and when it interacts with a screen the combined wave function of the neutron and the screen also splits into two, as they undergo the linear U process of quantum mechanics. But the gravitational fields of the two s tates are different. So, if the gravitational Held is to be treated quantum mechanically then the new s tate is the superposition
 * = A| i)|«i>|ri)-M 2)|a2>|r2) =A|4'1)+/i|1'2>, ('!•!) where | 0 i ) and | < r e p r e s e n t the s tates of the neutrons, | « | ) and |«2) the cor-responding quantum states of the screen with the different positions of the spot where the neutron strikes, | r j ) and ^ 2 ) are the coherent s tates of the gravi-tational field, and |vI'i) and ($2 ) represent the s tates of the combined system. Interesting consequences of a superposit ion of s tates of a macroscopic sys tem of the form ('1.1) for a cosmic string have been obtained elsewhere (Anandan 15)94, 1996).
 Penrose (199G) argues that in the superposition (4.1) there must necessarily be a 'fuzziness' in the t ime translation operator and a corresponding 'fuzziness' in the energy. This is important, for the following reason. In a dynamical col-lapse model, such as Penrose's being considered here, typically there is violation of conservation of energy-momentum. In the GRW scheme, this violation occurs very rarely and so, it was claimed, it cannot be detected in the usual experiments. But conservation laws are consequences of symmetries , which are to me the most fundamental aspects of physics. This is il lustrated by the fact that although, as mentioned above, the Hilbert space geometry and space-t ime geometry are very different, they have in common the action of the Poincare symmetry group on both of t hem, as if this symmetry group is ontologically prior to both descrip-tions. I expect symmetries of laws of physics and the conservation laws which they imply to be more lasting than the laws themselves. I therefore would not like even a rare violation of the conservation of energy-momentum. T h e 'fuzzi-ness' of t ime translation that Penrose mentions, which may be extended also to spatial translations, may change the present laws just so as to altogether prevent the violation of energy-momentum conservation.
 T h e uncertainty of energy associated with this 'fuzziness', according to Pen-rose, makes superposit ions of the form (4.1) unstable. This is analogous to how the uncertainty of energy AE of a particle makes it unstable giving it a l ifetime of the order of —n. It is therefore reasonable to suppose that the superposed s ta tes in (4.1) should decay into one or other of the two states , which we observe to happen in a Stern-Gerlach experiment. T h e lifetime may be postulated to be
 where E is to be? determined. Penrose considers the special case of the s ta te '!' being an equal superposit ion of two s tates of a lump of mass, each of which produces a stat ic gravitational field. In the Stern-Gerlach experiment considered
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 above, (his corresponds to the spin state being perpendicular to the inhomoge-neons magnetic field. Define now a quantity which lias dimension of energy
 A = ~ J(V<I>i - V<I>2)2</3x, (4.3)
 where <1>| and <l>-.> are the Newtonian gravitational potentials of the two lump states, and G is Newton's gravitational constant. Penrose postulates that E is some numerical multiple of A.
 T w o questions which arise now are whether Penrose's postulate can be ob-tained in some natural way and how it could be generalized. I shall try to answer both questions. Note first that the classical gravitational field corresponds to the mean value of the metric operator and the connection operators r''I/p. Quan-tum gravitational effects, however, depend 011 the fluctuation of the gravitational field. The fluctuation of a component of the connection AT is given by
 = £ / ( W * - < * | f f J * » 2 | * > < Z 3 s (4.4)
 where the sum is over a set of independent components of the; connection which is explained below.
 If VI' is an eigenstate of T then (4.4) vanishes, and t he geometry is essentially classical. So, we would not expect it to decay, i.e. T is infinite. It, is reasonable therefore to take E to be proportional to some positive power of AT. Since £ A T 2 has the dimension of energy, I postulate that
 E ~ -Ar2. (4.5) CT
 Thus E is a measure of the fluctuation of the quantum gravitational field. Of course, (4.4) and therefore (4.5) depend on the gauge in which the gravita-
 tional field is quantized. So, to make (4.5) physically meaningful, it is necessary to eliminate the gauge degrees of freedom by quantizing the connection coeffi-cients in an appropriate gauge in which these coefficients are unique. Consider the linearized approximation so that t he gravitational field is treated as a spin-2 field h ) l v = </fl„ — T)f,t,, where ?/(J„ is the Minkowski metric. I shall assume the usual 'Lorentz gauge' condition h'"' - 0, where />" = li"" - r 2 i f f l h , t l ) i f" . The latter condition does not fix the gauge uniquely. In the absence of matter further specialization gives the transverse, traceless gauge, which is unique (see e.g. Mis-ner, T h o m e and Wheeler 1973). I shall take the quantized metric components in this gauge to be the physical degrees of freedom of the gravitat ional field, and therefore make the prediction (4.2) with (4.5) expressed in terms of the fluctua-tions of the corresponding connection coefficients. In the presence of mat ter, the choice of a natural gauge requires further investigation. But in the; special case of a stationary situation, we can fix the gauge uniquely by supplementing the above 'Lorentz gauge' condition by the reasonable requirement that tin; metric is
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 time independent.. Then, (4.4) and tlierefore (4.5) may l>e defined in t his gauge. Once the prediction (4.2) is made in a particular gauge, it is unique. One may t hen transform the expression of this prediction to one's favourite gauge.
 Consider now the superposition of two gravitational fields of the form (4.1), where |«I'i) and I® 2) are approximate eigenstates of f with eigenvalues Tj and f V Then, from (4.4),
 A r 2 = E / ( l ^ 1 - l A l 2 ) r > 2 + M 2 ( i - l" l 2 ) r * 2 - 2 | A | 2 | ^ | 2 r 1 r 2 } d 3 x . (4.6)
 Consider first, for simplicity, the quantized Newtonian gravitational field. Then, in the Newton-Cartan theory, 1 shall take a Galilean coordinate system (Misner, Thome and Wheeler 1973) to be the gauge in which (4.5) is defined. The only non-vanishing components of the connection for the two superposed gravitational fields in this gauge are Fi '0o = - and IYoo = - ^jf • Therefore, in the special case considered by Penrose for which A = /t = ^ , from (4.5) and (4.6),
 (v<1>1 ~ W i >^2 d 3 x -This E is proportional to A given by (4.3) in agreement with Penrose's result.
 In the linearized limit mentioned above, the gauge or coordinate system may be chosen such that each of the two superposed stationary fields is time indepen-dent. Then, in this case, there are also the following other non-zero connection coefficients: r , ^ = - f f . P ^ , = = 1 ,2 ,3 . r , ^ , = f f . I Y V = ^ f ,/i = 0 , 1 . 2 , 3 . Therefore, the order of magnitude of A F 2 is still the same fis before. So, we still obtain (4.7) for the special case considered by Penrose.
 Hence, (4.5) generalizes Penrose's ansatz in three ways. We can now predict the order of magnitude of T for arbitrary coefficients A and /1 in (4.1). Second, (4.2) is valid for superpositions of more than two lump states. For example, if we do a Stern-Gerlach experiment for a spin 3 /2 particle, t here would be a superposition of four spots on the screen according t.o Schrodinger's equation. The order of magnitude of the time of collapse of Ibis superposition may be obtained from (4.2) and (4.5). Finally, we can now obtain T not only for arbitrary superpositions of stat ic gravitational fields but also more generally for stationary gravitat ional fields and non-stationary fields in the absence of matter for which there are other components of V1' l /p besides the ones mentioned above. For example, the above results may be applied to Leggett's proposed experiment to realize the quantum superposition of two currents in a SQUID (Leggett 1980; Chakravarty and Leggett 1984; Leggett and Garg 1985). In this case, owing to the Lense-Thii ring fields of t hese currents, P j o components are also non-zero, and their fluctuation should contribute to the reduction of the superposition of the wave functions corresponding to these currents.
 The question of how well the above predictions agree with experiment, for example the superposition of two currents mentioned above, will be investigated in a future paper.
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 1 Introduction The phenomenon of quantum entanglement is perhaps the most enigmatic fea-ture of the formalism of quantum theory. It underlies many of the most curious and controversial aspects of the quantum mechanical description of the world. Penrose (1994) gives a delightful and accessible account of entanglement illus-trated by some of its extraordinary manifestations. Many of t he best known features depend on issues of non-locality. These include the seminal work of Einstein, Podolsky and Rosen (1935), Bell's work (1964) on the EPR singlet state, properties of the GHZ state (Greenberger el al. 1989; Mermin 1990) and Penrose's dodccahedra (Penrose 1994). In this paper we describe a new fea-ture of entanglement which is entirely independent of the auxiliary notion of non-locality.
 We will argue that the phenomenon of entanglement is responsible for an essential difference in the complexity (as quantified below) of physical evolution allowed by the laws of quantum physics in cont rast, to that allowed by the laws of classical physics. This distinction was perhaps first explicitly realised by Feynman (1982) when he noted that the simulation of a quantum evolution on a classical computer appears to involve an unavoidable exponential slowdown in running time. Subsequently in the development of t lx; subject of quantum computation which represents a hybrid of quantum physics and theoretical computer science it. was realised that quantum systems could be harnessed to perform useful computations more efficient ly than any classical device. Below we will examine some of the basic ingredients of quantum computations and relate their singular efficacy to the existence of entanglement.
 The perspective of information theory also provides furt her new insights into t he relationship between entanglement and non-localitv, beyond the well studied mediation of non-local correlations between local measurement outcomes. To outline some of these effects we first, introduce the notion of "quantum informa-tion".
 A fundamental difference between quantum and classical physics is that the state of an unknown quantum system is in principle immeasurable, e.g. given an
 mailto:[email protected]
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 unknown state \tp) of a 2-level system it is not possible to identify it. In fact any measurement on 11¡>) will reveal at most one bit of information about its identity whereas the full description of |i/>) requires the specification of two real numbers. In terms of binary expansions this corresponds to a double infinity of bits of information. We refer to the full (largely inaccessible) information represented by a quantum state as quantum information in contrast to the more familiar notion of classical information such as the outcome of a measurement which is in principle fully accessible.
 The inaccessibility of quantum information is closely related to the possibility of non-local influences which do not violate classical causality, as necessitated by Bell's (1964) analysis of local measurements 011 an EPR pair - the non-local influences are simply restricted to a level which is inaccessible to any local observations. However it has recently been shown (Bennett et al. 1993, 1996) that entanglement plays a more subtle role here than just mediating correlations between the classical information of local measurement outcomes. According to the process known as quantum teleportation (Bennett et al. 1993) entanglement acts as a channel for the transmisión of quantum information: an unknown quantum state of a 2-level system may be transferred intact from one location to another by sending only two bits of classical information, if the locations are also linked by entanglement in the form of a shared EPR pair. The remaining quantum information can be interpreted as having flown across the entanglement which is destroyed by the process.
 Another novel application of entanglement and non-locality inspired by con-cepts from theoretical computer science is the existence and construction of quan-tum error correcting codes, first introduced by Shor (1995). Entanglement pro-vides a way of delocalising quantum information in a system composed of several subsytems. For example if |0) and |1) are orthogonal states then the entangled states ^ ( | 0 ) |0) + |1) |1)) and J - ( | 0 ) |1) + |1) |0)) are identical in terms of lo-cal quantum information (each subsystem being in the maximally mixed state in each case) whereas they differ in terms of their global quantum information content. By an ingenious extension of this idea (Shor 1995) one may encode an unknown state of a 2-level system into an entangled state of several 2-level systems in such a way that if any (unknown) one of the subsystems is arbitrarily corrupted then the original state may still be perfectly reconstructed, i.e. none of the information of the original state resides locally in the encoding. In this way a state may be protected against the effects of spurious environmental interactions if (as is generally a good approximation) these interactions act by local means.
 Thus quantum computation and quantum information theory provide a rich variety of new applications of entanglement and we now turn to a more detailed discussion of issues in quantum computation in particular.
 2 Quantum computation and complexity The theory of computation and computational complexity (Papadimitriou 1994) is normally presented ¡us an entirely mathematical theory with no reference to
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 considerations of physics. However any actual computat ion is a physical pro-cess involving the physical evolution of selected properties of a physical sys tem. Consequently the issues of "what is computable" and "what is t h e complexi ty of a computat ion" must depend essentially on the laws of physics and cannot be characterised by mathematics alone. This fundamental ¡joint, was emphasised by Deutsch (1985) and it is dramatically confirmed by the recent discoveries (Deutsch and Jozsa 1992; Bernstein and Vazirani 1993; S imon 1994; Shor 1994; Grover 1996; Kitaev 1995) that the formalism of quantum physics allows one to transgress some of the boundaries of the classical theory of computat ional complexity, whose formulation was based on classical intuitions. Penrose (1994) proposes the possible introduction of non-computable e lements into physics (i.e. non-computable within the standard exist ing theory of coniputabil ity) . This however requires going beyond the exist ing formalism of quantum theory since the latter lies entirely within the bounds of classical coniputability. Our consider-at ions here lie entirely within the standard framework so that , for us, quantum processes cannot result in any computat ion which is not already possible by classical means. Th i s notwithstanding, there docs appear to be a significant difference in the efficiency of computat ion as noted in Feynrnan's remark.
 A fundamental notion of the theory of computational complexity is the dis-tinction between polynomial and exponential use of resources in a computat ion. This will provide a quantitative measure of our essential distinction between quantum and classical computat ion. Consider a computat ional task such ;is the following: given an integer N, decide whether N is a prime number or not. We wish to assess the resources required for t his task as a function of the size of the input which is measured by n = log., N, the number of bits needed to store N.
 If T(n) denotes the number of s teps (on a standard universal computer) needed to solve the problem, we ask whether T(n) can be bounded by some polynomial function in n or whether T(n) grows faster than any polynomial . More generally we may consider any language £ - a language being a subset of the set of all finite strings of O's and 1's and consider the computat ional task of recognising t h e language i.e. given a string a of length n the computat ion outputs 0 if a 6 £ and o u t p u t s 1 if a £ . (In our example above £ is the set of all prime numbers written in binary.) T h e language £ is said to be in complexity class T ("poly-nomial t ime") if there exists an algorithm which recognises £ and runs in t ime T(n) bounded by a polynomial function. Otherwise the recognition of £ is said to require exponential t ime. More generally it. is useful to consider algorithms which involve probabilistic choices ("coin tosses") (Papadimitriou 1994; Ekert and .Jozsa 1996). £ is said to be in the class UPP ("bounded-error probabilis-tic polynomial time") if there is a polynomial t ime algorithm which correctly classifies the input string a with probability at. least 2 / 3 (or equivalently, any other value strictly between 1/2 and 1). T h u s a 'BPP algorithm may give the wrong answer but by s imple repetition and taking the majority answer, we can amplify the probability of success as close to 1 as desired while retaining a poly-nomial t ime for the whole process (Papadimitriou 1994; Ekert and Jozsa 1996).
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 The c l a s s ' B / ' / ' o f algorithms which run in polynomial t ime but allow for "small imperfections", is often regarded as the class of computational tasks which are "feasible in practice" (or at least a lirst mathematical approximation to this no-tion). We also use the term "efficient computation" for a computation which runs in polynomial time.
 In t he above considerations the exact, number of steps T(n) will generally depend on the choice of underlying computer and the model of computation adopted. However if we stay within the confines of classical physics, the dist inc-tion between polynomial and exponential time i.e. between efficient and non-olficient computation, appears to be robust, being independent of these choices. It is thus a distinction with physical significance. In the discussion above we have illustrated it in its most familiar form in terms of the resource of time. FYom the physical point of view it, is natural to extend the notion of efficient computation to require the efficient use of all possible physical resources.
 Indeed in the following discussion we will be led to consider other resources such as energy. The absolute significance of the distinction between efficient and non-efficient computation provides an extension of the classical Church-Turing thesis (Deutsch 1985; Shor 1994) which refers to a similar distinction -between computability and non-computability. The fundamental raison d'etre. of quantum comput ation is the fact that quantum physics appears to allow one to transgress this classical boundary between polynomial and exponential com-putations.
 The concept of quantum computation may be rigorously formalised as a nat-ural extension of classical mathematical models of computation (Deutsch 1985; Bernstein and Vazirani 1993; Shor 1994; Yao 1993; Ekert and Jozsa 1996) in which the computational steps are allowed to be quantum processes restricted by a suitable notion of locality. For our purposes it will suffice to envisage a quantum computer ;is a standard universal computer in which the memory bits arc 2 level quantum systems instead of 2 state classical systems. The quantum systems are each endowed with a preferred basis ( | 0 ) . |1)} corresponding to the classical bit values of 0 and 1. We refer to these 2 level systems as qubits, a term first, introduced by Schumacher (1995).
 The computer is able to support arbitrary superpositions of the values 0 and 1 within each qubit and also entanglements of many qubits. Furthermore the computer may be programmed to perform unitary transformations of any num-ber of qubits. It is important however that large unitary transformat ions be constructed or "programmed" from a finite set of fixed given unitary transfor-mations. In this way we can assess the complexity of unitary transformations by the length of their programs. There are many known examples of small finite sets of transformations, out of which one can program any unitary transforma-tion of any number of qubits (to arbitrary precision) (Deutsch 1989; Barenco el. al. 1995a; Barenco 1995). Indeed it is known (Barenco el. al. 1995b) that almost any single transformation of two qubits by itself suffices. The distinction between polynomial and exponent ial time does not depend on the choice of these
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 basic I riinsforinal ions us any one? such set can lirst be used l.o build t lie members <if any other set leading to only an overall constant expansion in the number of elementary steps in any computation.
 3 Superposition and entanglement in quantum computation
 There are several quantum algorithms known (Deutsch and Jozsa 1992; Bernstein and Vazirani 1993; Simon 1994; Shor 1994) which strongly support the view that a quant tun computer can perform some computational tasks exponentially faster than any classical device. The most significant of these is Shor's polynomial time algorithm for integer factorisation (Shor 1994; Ekert and Jozsa 1996), a problem which is believed to lie outside the class 'ill'I' of classical computation. We then ask: what is the essential quantum effect that gives rise to this exponential increase in computing power?
 All of the quantum algorithms utilise the process of computation by quantum parallelism (Deutsch 1985). This refers to a quantum computer's capability to carry out many computations simultaneously in superposition if the input is set up in a suitable superposition of classically distinct inputs. Thus one might conclude that it is superposition that is at the root of the quantum computational speedup. However closer examination will show that entanglement is the essential feature rather than just superposition itself. Note that entanglement may be viewed as a special kind of superposition superposition in the presence of a product structure on the state space - which arises from the system being made up of several subsystems. In our considerations these are the qubits comprising the computer. An entangled state is then a superposition of product states which cannot be expressed as a single product state.
 To see that superposition itself is not the essential feature we need only note that classical waves also exhibit superposition. Any effect depending on quan-tum interference alone can be readily mimicked by classical waves. However in other respects quantum states and classical waves difTer considerably e.g. the measurement theories are very different (being far more favourable for compu-tation with classical waves than with quantum states!) and there is no classical analogue of the phenomenon of entanglement.
 To illustrate the above remarks and highlight the role of entanglement con-sider the following example of computation by quantum parallelism. Let B = { 0 . 1 } and consider any (non-trivial) function / : BN —* B. Suppose that we have a quantum computer programmed to compute / in polynomial time. The computer has n input qubits and one output qubit and its operation corresponds to a unitary transformation 11/ on n -f 1 qubits which effects the evolution:
 Uf : In) I ¿2) • • • \in) 10) —> | i , ) | i 2 ) • • • | in) |/(¿I,. . .,*„)> .
 input
 Hero each ik is either 0 or 1. The output register is initially in state |0) and at
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 I lie end of the computation it contains the biisis state corresponding to the value of the function. Consider the one-qubit operation:
 If the input qubits are all initially in state |0) then applying H to each one successively gives an equal superposition of all 2" values in D n :
 2"-l H & . . - & H |0).. . |0> = ^ ( | 0 > + | l ) )n = - i j £ I*) (3-1)
 i=0
 (where we have identified ( ¿ i , . . . , i n ) with the binary number ¿ ¡ . . . i „ < 2"). Note that this state is prepared in polynomial (in fact linear) time. Running the computer with (3.1) as input yields the final state
 2 " — 1
 l/)= £ WI/(0>. (3-2) i = 0
 Thus by quantum parallelism we have computed exponentially many values of / in superposition with only polynomial computing effort.
 Can we mimick the above with classical waves? We represent each qubit by a classical wave system and select two modes of vibration to represent the states |0) and |1) e.g. |0) and |1) may be the two lowest energy modes of a vibrating elastic string with fixed Midpoints. It is then straightforward to construct the superposi-tion corresponding to |0) + |1) and performing this separately on n pieces of string we obtain the product state (3.1). However, regardless of how much the strings interact with each other in their subsequent (externally driven) vibrational evo-lution, their joint state is always a product state of n separate vibrations. The total state space of the total classical system is the Cartesian product of the individual state spaces of the subsystems whereas quantum-mechanically, it is the tensor product. This crucial distinction between Cartesian and tensor prod-ucts is precisely the phenomenon of quantum entanglement. The state (3.2) is generally entangled (for non-trivial / ' s ) so that the transition from (3.1) to (3.2) cannot be achieved in a classical scenario.
 We may attempt to represent entanglement using classic al waves in the fol-lowing manner. The state of n qubits is a 2" dimensional space and can be isomorphically viewed as the state space of a single particle with 2" levels. Thus we simply interpret, certain states of a single 2" level particle as "entangled" via their correspondence under a chosen isomorphism between 0(2 and 3(2« (where DC/.- denotes a Hilbert space of dimension k.) In this way, 2" modes of a classical vibrating system can apparently be used to mimick general entangle-ments of 71 qubits. However the physical implementation of this correspondence appears always to involve an exponential overhead in some physical resource so

Page 390
                        
                        

Entanglement and Quantum ( 'amputa t ion
 i linl I ho isomorphism is not a valiil correspondence for considerations of complex-ity. For example suppose that the 2" levels of t he one-particle quantum system are equally spaced energy levels. A general s ta te of n (pibits requires an amount of energy that grows linearly with n whereas a general s tate of this 2" level system (and also the corresponding classical wave system) requires an amount of energy that grows exponentially with n. To physically realise a sys tem in a general superposit ion of 2" modes we need exponential resources classically and linear resources quantum mechanically because of the existence of entanglement.
 This comparison is reminiscent of the representation of whole numbers in unary (i.e. representing k as a string of k l ' s analogous to k equally spaced levels) versus the binary representation of k which requires a string of length log2 k and is therefore exponential ly more efficient. Note that n classical bits can also accommodate 2" possible alternatives but only one such alternative can be present at any time, even if probabilistically determined. In contrast n qubits can accommodate 2" possible alternatives which may all be simulta-neously present in superposition. As a quantum computat ion proceeds a new qubit may be incorporated into the overall processed s tate at each step leading to an exponential growth in t ime of the quantum information, because of en-tanglement. If w e were to compute this quantum evolution "by hand" from the laws of quantum mechanics then we would suffer an exponential s lowdown in handling an exponential ly growing amount of information. In contrast, Nature manages to process this growing information in linear time! This is an example of Feynman's remark mentioned in the introduction. Note that if the s ta te of the accumulat ing qubits were always a product s ta te (i.e. no entanglement) then the quantum information would accumulate only linearly.
 There exist physical sys tems wit h infinitely many discrete energy levels which accumulate below a finite bound Eo- Thus we may use these levels to represent general superposit ions of exponential ly many modes with only a constant cost, in energy and apparently circumvent the above objections! However in this case the levels will crowd together exponential ly closely and we will need to build our instruments with exponential ly finer precision. This again will presumably require exponential ly increasing physical resources.
 It. has been occasionally suggested that the interferences in Shor's efficient quantum factoring algorithm and other quantum algorithms, can be readily rep-resented by classical wave interferences but on closer inspection all such proposals involve an exponential overhead in some physical resource as illustrated in our discussion above.
 T h e standard mathematical theory of computat ional complexity (Papadim-itriou 1994) assesses the complexity of a computat ion in terms of the resources of t ime (number of s teps needed) and space (amount of memory required). In the above we have been led to consider the accounting of other physical resources such as energy and precision (Slior 1994). This reinforces our earlier remark that the notion of computat ional complexity must rest on the laws of physics and con-sequently t h e proper assessment, of complexity will need to take into account all
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 possible varieties of physical resource. A t heory of computational complexity based on such general physical foundations remains to be formulated.
 4 Entanglement and the super-fast quantum Fourier transform
 The efficiency of Shor's factoring algorithm rests largely on the fact that the discrete Fourier transform (Ekert and Jozsa 1996) DFT2« in dimension 2" (a particular unitary transformation in 2" dimensions) may be implemented on a quantum computer in time polynomial in n (in fact quadratic in n). Similarly the efficiency of Deutsch's and Simon's algorithms (Deutsch and Jozsa 1992; Si-mon 1994) rest on the polynomial-time computability of the Fourier transform over the additive group B". The standard classical Fourier transform algorithm implements DFTy in time 0((2")2) and the classical fast Fourier transform al-gorithm improves this to ()(n2") which is an exponential saving but still remains exponential in n. We will argue that the extra quantum mechanical speedup to 0 ( n 2 ) resulting in a genuinely polynomial-time algorithm, is due to the effects of entanglement. We will describe a simplified example which illustrates the essential principle involved.
 Let M be a unitary matrix of size 2" and v a column vector of length 2". To compute IU = Mv by direct matrix multiplication requires 0 ( ( 2 " ) 2 ) operations, each entry of the result requiring 0 ( 2 " ) operations. Suppose now that the space of v is the tensor product of n two dimensional spaces and that M decomposes as a simple tensor product
 M = S' ( 1 ) ®.. .<g>S , ( n ) (4.1)
 where each 5 ^ is a 2 by 2 matrix acting on the respective component space Thus we can label the components of v by indices i\.. .i„ 6 Bn and the
 computation of iv becomes
 >1 --.in
 Now consider first S O . Each application of this 2 by 2 matrix requires some fixed (i.e. independent of n) number of operations and
 needs to be ap-plied 2 " - 1 times, once for each choice of the indices io • • • in € S n _ 1 . The same accounting applies to each of the n matrices giving a total number of op-erations ()(n2"~') = 0 ( n 2 " ) . Thus the tensor product factorisation (4.1) leads to an exponential speed-up compared to straightforward matrix multiplication for a general M. A similar argument will apply if M decomposes more gener-ally into the successive application of a polynomial number of matrices, each of which applies to a bounded number b of the component spaces (not. necessar-ily disjoint) and b is independent of n. (4.1) is merely the simplest example of such a decomposition. The classical fast Fourier transform algorithm is based on the fact that the Fourier transform in dimension 2" decomposes in just this
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 way (although not as s imply as ('1.1) r.i. (Ekert and .Jozsa 1996) for an explicit description of the decomposit ion) .
 Consider finally the implementation of M as given in (4.1) on a quantum computer. T h e data given by t he components of o is represented by the ampli-tudes of a general s tate of n qubits. Each of t h e n operations S ^ is a one-qubit operation and needs to be applied only once to its respective qubit i.e. the 2 " - 1
 repetit ion of the classical calculation is eliminated! This is due t o the rules of formation of the tensor product (i.e. entanglement) requiring for example that
 applied to the first qubit automatical ly carries through to all possible values of the indices ¿2 - • • hi >'i (4.2) i.e. the global operation S' 1 * ® / <8>... 0 1 is imple-mented 011 the whole space. Thus M is implemented in t ime 0(n). In a similar way, the more complicated decomposit ion of the Fourier transform can be seen (Ekert and Jozsa 199G) to lead to a t ime 0(n~). This comparison of classical and quantum implementat ions of M is yet. another illustration of Feynman's (1982) remark that the simulation of a quantum process 011 a classical computer generally involves an exponential slowdown.
 T h e classical and quantum scenarios for the above computat ion of Mv differ significantly in the following respect. After the classical computat ion we are able to read off all 2" components of w presented as classical information whereas the quantum computat ion results in the quantum information of one copy of the s ta te |tt>) = <"m ...t„ Ki) • • • |*n) from which we are unable to extract the individual values of This is the issue of inaccessibility of quantum in-
 formation that was mentioned in the introduction. Nevertheless we are able to extract classical information from |u>) that depends 011 exponential ly many of the values and classically this information would require a preliminary exponential computat ional effort. This phenomenon also occurs in computat ion by quantum parallelism. From the quantum information | / ) in (3.2) we are unable to extract, all the individual values f ( i t . . . i n ) but we can obtain certain global properties of the function. Indeed ¡11 Shor's factoring algorithm (Shor 1994; Ekert and Jozsa 199G), the analogue of / is a periodic function and after applying the Fourier transform we are able to extract the period.
 5 Concluding remarks In summary the effects of quantum entanglement enable certain large unitary transformations t o be implemented exponential ly more efficiently on a quantum computer than 011 any classical computer. However after quantum computat ion the full results are coded in a largely inaccessible form. Remarkably this in-accessibility, dictated by the principles of quantum measurement theory, does not serve to cancel out the exponential gain in computing effort. Limited in-formation may be obtained about the transformed data which, although small, would nevertheless require an exponential amount of comput ing effort to obtain by classical computat ion.
 Another fundamental issue intimately related to entanglement is the so-called measurement, problem of quantum mechanics. This refers to the reconciliation of
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 the apparent "collapse of the wave function" in a. measurement with the unitary evolution of quantum mechanics and to the explanation of why, after a mea-surement, we see merely one of the possible outcomes rather than experiencing some weird reality in entanglement with all possible outcomes. Penrose (1994) discusses several of the best known interpretations of quantum mechanics and it appears that none of them provides a resolution of this phenomenon. With extraordinarily innovative and broadranging arguments, Penrose suggests that the resolution might involve non-computational ingredients. The fact that quan-tum theory has resisted unification with the theory of gravitation suggests that the essentially linear concept of entanglement may not persist at a macroscopic level. Indeed it is difficult to imagine that the linearity of quantum theory could survive a unification with the non-linear foundations of the general theory of relativity. The algorithms of quantum computation such as Shor's algorithm de-pend critically for their efficiency and validity on effects of increasingly large scale entanglements with increasing input size. Thus efforts to experimentally imple-ment these algorithms may provide particularly acute opportunities to witness a possible breakdown of the current conventional quantum formalism.
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28 Penrose Transform for Flag Domains
 Simon Gindikin Department of Mathematics, Rutgers University, New Brunswick, N.I 089031
 It. is a great pleasure for me to talk at this conference in Roger's honor on the Penrose transform with which I have been friends for the last 18 years of my mathematical life. I chose to talk about a generalized Penrose transform. There are two sides of t he Penrose transform which are at the focus of possible generalizations: cohomological representations of solutions of a class of differ-ential equations and representations of higher d-cohomology in a holomorphic language. We need to understand on which equations and complex manifolds it is possible to generalize Penrose's constructions. It is not necessary to con-nect them with group actions, but it is reasonable to start experimental work with homogeneous manifolds, and Hag domains (homogeneous domains on flag manifolds) are an appropriate class for such a consideration. Some results of W. Schmid on realizations of the discrete series of representations arc already fragments of the theory. We will not review here known results on the Penrose transform on some Hag domains. I prefer to describe what the final theory is supposed to look like and to formulate a chain of conjectures without technical details. In this theory the central role must be played by explicit formulas for some intertwining operators and that is why I will start oil' the introduction with a short review of formulas for the usual Penrose transform.
 1 The Penrose transform in formulas 1.1 Twistor geometry Let us consider the projective space C P 3 with homogeneous coordinates (za, Zi ,.22,23) and the domains D± :
 zllz' > 0. ( I I)
 where II is a Hennitian form of signature (2,2) e.g.
 ' email : giii()[email protected]
 mailto:[email protected]
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 I bring the unit, matrix. Let S b<; the Stiefel manifold of 2 x 4 matrices
 Z = ^ " j , rank Z = 2,
 and S'+ be the domain ZHZ'» 0. (1.2)
 We consider the fibering over the Grassmannian k : S —* M = Gr(2;.4) (1.3)
 where fibers are equivalence classes Z~gZ, g € GL(2; C)
 and n(Z) is the ]ine(u,v) passing through u,v. The domain M+ = 7r(6'+) consists of lines inside D+ and it is holomorpliically
 equivalent to the future tube (because we can take H = H\ and the coordinate chart Z = (/, z) , z£ M{2,C)).
 We have the double fibering
 p / . P ( " ) = " > (1-4) D+ M+ V /
 where D+ c CP3 is a 1-linear concave manifold and S+, M+ are Stein manifolds. 1.2 Penrose transform Let u>(z, z; dz) € Z<°'l)(D+, 0(-2)) be a 0-closed (0,l)-form on with coef-ficients in 0(-2) (for simplicity we will consider only such coefficients). This means that
 u(\z,\z;d(\z)) = A_2w(z,z;rfz), A G C. The Penrose transform is
 7u(Z)~ f cj A {-rodn + Tidra), Z = f " J € S+. (1.5) J CP} j=roii + riv V / We can interpret Tui as a section of a line bundle on M + :
 y<j(gZ) = ( d e t g ) - l V u { Z ) .
 We have • i j(Tw) = 0,
 (1.6) 02 &
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 If we restrict u> to the coordinate chart Z = (I,z), then we will have only one (wave) equation. The operator CP can l>e pushed down on cohomology ff(°-]>(D+,0(-2)).
 P r o p o s i t i o n 1.1 (Eastwood ct al. (1981); Gindikin and Henkin (1978b, ¡081) The operator is an isomorphism
 7 : //(0''>(Z)+, 0(-2)) -» Sol(D,jF(Z) = 0,Z € 5+). (1.7)
 1.3 Inverse Penrose transform It is remarkable that it is possible to write the inverse operator explicitly and moreover this operator is, in a sense, differential.
 Proposition 1.2. (Gindikin and Henkin 1981) Let F be. a solution of the system
 OijF{Z) = 0 (1.8)
 on S+ and
 if 7 is a section of the fibering p : S+ —> D+, then
 w - c l K f T w ) ^ 0 ' 1 » (1.10)
 for a constant c is a d-exact form.
 In (1.10) we take the (0, l)-part of the restriction of CPo; to the section 7. In this way we have reconstructed a form from the same cohomology class as oj.
 1.4 Holomorphic cohomology We will reformulate the last result, as follows. Let lis consider the complex of holo-morphic differential forms on S+ with differentials only along libers: <p(u,v\dv), (u, v) € S+, u € D+ (KCP has such a structure) and corresponding cohomology (the differential acts along fibers) H^D+0(-2)). Proposition 1.3 There is an isomorphism
 #&}(£+, 0(-2)) H<°<»(D+, 0(-2))
 and a (chain) morphism from the first space to the second is
 ¥>->{l4»} (0 ,1 ) (111)
 (cf. (1.10)). From the other side, the operator k o CP is the morphism from the
 Dolbeault cohomology to the holomorphic cohomology //;,),) •
 Thus the Penrose transform gives a possibility for a holomorphic realization of the Dolbeault cohomology. Moreover the operator k O CP picks up in each (holomorphic) cohomology class a unique representative satisfying the condition
 <p(u + \v, u|(/u) = <p(u, v\dv)
 (holomorphic Hodge theorem).
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 1.5 Boundary integral formula It is possible to reconstruct CPw only using boundary values of w on dD+ (Gindikin 1984):
 f uAlz,w,dz,dz)Aluv,dz,dro] JdD+ \z,w,u,v}2
 where [a, b, c, d] = det(a, b, c, d) relative to exterior multiplication of 1-forms and w = f(z),z 6 dD+, such that line(z, f(z))C\D+ = 0. The integrands for different / differ on exact forms.
 What is important in this formula is the structure of the denominator: it is equal to zero if
 line(z, w) n line(u, v) 0. So we have an analog of the Cauchy kernel for lines. If we apply n to both parts we will obtain a boundary integral formula for k O CP. 2 Generalized Penrose transform (geometrical problems) The basic problem is to understand on which class of complex manifolds it is possible to generalize all the components of the theory that we have discussed above. Let us recall that Martineau (1966) considered the analog of the Penrose transform for concave domains in CP" in 1962. In this case there are no differ-ential equations on the image (like for the Radon transform). The first class of manifolds on which it is possible to generalize the Penrose transform is the class of (-/-linear concave domains in CP" (Gindikin and Henkin 1978a, 1978b). We are sure that the Penrose transform is essentially connected with the possibility of describing analytic cohomology in holomorphic language. Therefore we will start to do so its of this point. 2.1 Holomorphic cohomology It turns out that such a possibility exists in a quite general situation (Gindikin 1993: Eastwood et al. 1995, 1996). Namely let us take a fibering
 p : S D. (2.1)
 where S is a Stein manifold and the fibers are contractible. Such a fibering exists for any complex manifold D (Eastwood et al. 1996). Let us consider t he complex of holomorphic forms on S with differentials only along fibers (and coefficients pulled iij) from a bundle on D). Let be the cohomology for this complex. Then
 H^(D) ^ Hi0-"\D) (2.2)
 where we take on D the Dolbeault cohomology with the corresponding coeffi-cients. A natural morphism of the holomorphic cohomology to the Dolbeault one can be constructed in the same way as in (1.11): we take (0,q)-parts of restrictions of holomorphic forms on a section of p.

Page 401
                        
                        

I'cnrosc 'lYansfoiin for Flag Domains 387
 In our example the inverse operator had the structure k O iJ> and it gives the canonical (Hodge) representatives of the holomorphic cohomology classes. I believe that this part of the program can be realized only for a special class of complex manifolds D where there are enough compact complex submanifolds with some special properties of incidence allowing us to proceed with the Pen-rose transform. It is the reason why we restrict ourselves below to the class of homogeneous manifolds. 2.2 Flag domains The domain D+ C CP-5 (1.1) is an example of a pseudo-Hermitian symmetric space and the manifold of cycles M+ (1.2) is the Hermitian symmetric space with the same group SU{2,2). So it is natural to consider the class of pseudo-Hermitian symmetric spaces, or more generally, the class of flag domains. Let us state the definitions.
 Flag manifolds are compact complex homogeneous manifolds
 where G is a complex semisimple Lie group, P is a parabolic subgroup, G„ is t he maximal compact subgroup of G, and C is the centralizcr of a torus in G„. The case when P = B is the Borelian subgroup and C is the torus corresponds to the manifold of complete flags. Here G is the group of complex automorphisms of F and Gu consists of automorphisms of the canonical Kahlerian metric on /•'.
 Flag domains are. open orbits of real forms Gx of G. Special cases of flag manifolds arc compact Hermitian symmetric manifolds; special cases of flag do-mains are pseudo-Hermitian symmetric manifolds (then F must be symmetric, however a Hag domain in a symmetric compact manifold can be nonsymmetric, cf. example 5 below). Examples (1) Pseudo-Hermitian symmetric domains D± C F = CP3 (1.1). Here G —
 SL(3;C), Gr = SU{2,2). (2) Hermitian symmetric domain M+ C F = GY(2;4) (1.2). (3) Pseudo-Hermitian domain D C Gr(2,4) which consists of lines intersecting
 both £>±(1.1). (4) Let G = SL{3, C), F = CP2, and F be the manifold of flags (z, I), z € CP2,
 a line I B z. For F the parabolic group is Borelian. Let GR = SU(2,1). (a) On F we have 2 flag domains D±:
 F = G/P ^ Gu/C (2.3)
 (z,l)eD, if z e D + ;
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 (z, I) 6 D> if I CD-', (z,l)eD3 if Z € D _ , ind+it If).
 (5) Flag domains corresponding to <7 = SL(n + 1; C), GR = SL(n + 1; K): (a) F = CP", D = CP"\RP". This flag domain in the symmetric mani-
 fold CP" is not symmetric. (b) n = 2m — 1, F = Gr(rn,2m) (Grassmanian of (m — l)-planes in
 CP2m-'). The domain D = SL(2m\ R)/SL(m; C) x T is symmetric (one of two components of the set of (rn - l)-planes without real points), T is the circle.
 2.3 Dual manifolds The next step is to consider manifolds of maximal compact submanifolds (analogs of M+). The naive idea that manifolds of cycles are the corresponding Hermitian symmetric domains works only for a few examples. The reason is that the Riemann symmetric space MR - GR/AR cannot be Hermitian but there are not only flag domains with the group GR but pseudo-Hennitian spaces also (GR is not a group of Hermitian type). Moreover, for groups of Hermitian type the manifold of cycles does not as a rule coincide with the corresponding Hermitian symmetric domain.
 Let us describe the generic situation. We start from an object dual to a flag manifold F = G/P associated with GR. Let AR be a maximal compact subgroup of GR and A be its complexification. Let us consider
 M = G/K. (2.4) The intrinsic description of the class of such manifolds is that they are symmetric Stein manifolds (A corresponds to a holomorphic involution). Let A M be the isotropy subgroup of a point rn € M. Then minimal orbits i2j(m),..., ftj(m) of A„, on F are compact complex submanifolds: they are isomorphic to some flag manifolds with the group A.
 If D C F is a flag domain then there is one type of orbit (ii(m) say) that is contained in D for some m € M. If H is the isotropy subgroup of z 6 D in GR and Kr is maximal compact in GR such that H FL A'X is maximal compact in II then A'R/AR FL II is one such manifolds as well as its translation by GR. In this way we construct a family of Q(m) that are parametrized by points of a Riemann symmetric manifold m e M<n C M. Let us take the set of such m € M such that Q(?n) c D and let M{D) be its connected component containing MR.
 The manifold M(D) is supposed to be the basic geometrical object for the Penrose transform for flag domains. The problem is that so far we have no final description of M(D). Wolf (1992) proved that M(D) is a Stein manifold. Wolf and Zierau are probably close to proving that for the groups of Hermitian type M(D) either coincides with corresponding Hermitian symmetric space MR or with A/R x MR for the generic situation. For groups of non-Hermitian type
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 M(D) is apparently never homogeneous and it is the focus of the problem. Let us give the description of M(D) for our examples. Examples of M(D). If G'R is a group of Hermitian type then the manifold of cycles in D can be isomorphic to AZR and as a result will not be a domain in M. We will continue nevertheless to use the notation M(D) for this domain and call such a situation degenerate. We follow below the previous enumeration of our examples: (1) M(D+) = M+ of (2) (degenerate case) (2) M(M+) = M+ (3) GR = SU(2,2), AR = S(U(2) x U{2)), Q(M) = CP1 x CP1, K = S(L(2) x
 L{2)), and M = 5L(4;C)/5(L(2;C) x L{2;C)) is the manifold of generic pairs m of lines (Zx, /2) >n CP3 (Z, n/2 = 0); fi(rn) C GR(2,4) is realized as the set of lines in CP'2 which intersect both lines 11, l->. Finally,
 M(D) = {m= (luh), h C D+, h C £>_}
 where D± are from (1). (4a) F = CP2, M{D+) = D+, M(D_) = D'+ (domain (D+) in the dual pro-
 jective plane (CP2)'). These examples are degenerate. (4b) For Dj C F we have M = SL(3;C)/G£/(2;C) consisting of generic pairs
 m = (z,l), 2 € CP2, line / z. D\, D2 are fibering over D+, Dcorre-spondingly and M(D\) = D+, M(D2) = D'+. For all these examples we have degenerate M(D). Now
 M(jD3) = D+ x D'+ = {{z,l),ze D+, I C £>_}
 (5) For both examples KR = SO{n + 1;R), K = S(){n + 1;C), and M = 5L(N + 1; C)/SO(n + 1; C)
 = {Qe M{n+1;C),Q = QT,dctQ = 1}, Mo = {Q : quadric zQz' = 0 in C P " has no real points}o-
 We take here the connected component { }o containing MR = {Q e AZ(n + 1; R), Q = Qr,detQ = 1, Q » ()}.
 The last example illustrates the situation in the non-Hermitian case: M(D) is GS-invariant, but is not homogeneous. Let us formulate a few conjectures for this case. 2.4 Basic conjectures C o n j e c t u r e 2.1 If GR is a group of non-Hermitian type then M(D) will be the same for all flag domains with the group GR.
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 Tins conjecture is true for groups of Hermitian type in the generic situation. To make this conjecture explicit, we need to find a language to describe GR-invariant nonhomogeneous manifolds at, M. One possibility is to parameterize C'R-orbits close to MR and to find parameters corresponding to orbits at the GR-invariant. manifold M(D). In Akhiezer and Gindikin (1990) there was described in such a language a Stein neighborhood of A/R at M, which I believe coincides with M(D).
 Let us discuss another possibility. We will define special functions—determin-ant functions—which I believe play a central role in analysis 011 flag domains (joint project with H.-W.Wong). We consider again the action of an isotropy subgroup Km 011 F. There is one open orbit, but we are interested in orbits of codimension 1. Their closures are algebraic varieties which are defined by the equations
 Aj(m\z) = 0, m € M, 2 € F.
 These algebraic functions A_, 011 M x F are called determinant functions. They can be explicitly computed in the language of roots in the general case. For example 5a
 A(Q|z) = zQzr. All flag domains D} 011 F have as a joint edge of boundaries a compact
 homogeneous (Cll) manifold E with group AR (it is also the minimal orbit of GR). C o n j e c t u r e 2.2 For groups GR of non-Hermitian type M(D) coincides with the connected component of the set
 {771 € A/ : A,(77i|z) 0 for all 2 € E} containing A/R. For its description it is enough to take any one of A .
 We can see that in example 5a, we had just such a description of M(D). Again this conjecture is true for a group of Hermitian type in the generic case. 3 Generalized Penrose transform (analytic problems) Let D C F be a flag domain, il(in), 111 <E M(D) C M, be maximal compact sub-manifolds in D, q — diincii(w). Then for appropriate invariant vector bundles V
 dim H{q\D, V) = 00
 and a representation of GR is realized in this cohomology. In particular, Schmid proved the Kostant-Langlands conjecture that discrete series of representations are realized in such a way for complete flags and some line bundles. In example 4 the domains Di,D> correspond to holomorphic and antiholomorphic series of SU(2.1) and D3 to nonholomorphic discrete series. In the first two cases cohomology is integrated along fibers of D\ —» D+. D> —> D'+ and we obtain sections of holomorphic or antiholomorphic bundles.
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 We obtain (lie Penrose transform if we integrate the cohomology //''''(/.)) along cycles i1(in), m € M(D). Results will be holomorphic sections of some vector bundles on M(D) satisfying some systems of differential equations. Un-der some restrictions such systems of first order were introduced by Schmid (1989). More precisely, he considered these equations only on MR C M(D) where they are elliptic and he realized representations of discrete series in their solutions. The intertwining operator from cohomology on D to solutions of the Schmid equations on MR—a variant of the Penrose transform—was considered by Schmid. This transform is sometimes called the real Penrose-Schmid transform. 1 want to emphasize that this "real transform" is not something specifically real: it was just not extended to the complex domain. I believe that the construction of the extended complex Penrose transform is very essential. As a consequence we must obtain C o n j e c t u r e 3.1 All solutions of Schmid equations can be simultaneously liolo-morphically extended on M(D).
 Such a phenomenon, of the simultaneous extension of solutions, is known for some elliptic equations starting from the Laplace equations on the sphere (Aronshain). Conjecture 3 is proved for SU(p,q) in Barchini et al. (1997).
 For the usual Penrose transform analogs of the Schmid equations are massless equations which are conformally invariant. It is interesting to find a geometrical interpretation of the Schmid equations. Examples show that probably there is a possibility of connecting the Schmid equations with a generalized conforinal structure (Gindikin 1990). Let us consider on tangent spaces TinM conic varieties Vm, which are minimal orbits of M m (cf. examples in Gindikin 1995). The field {Vm, in 6 M} defines on M a generalized conformal structure (which is not fiat).
 Among conformally invariant equations there are not only massless equations of first order, but also the wave equation of second order. It turns out that in the general case the class of Schmid equations can be extended to systems of equations of second order. If GR is a group of Hermitian type, then such systems are Hua equations which, at first glance, had appeared in absolutely different problems. Analogs of Hua systems exist also for groups of non-Hermitian type. Problem 3.2 To develop a unified geometrical theory of Hua and Schmid equa-tions which probably must be connected with the generalized conformal structure, on M.
 It is natural to connect the construction of the inverse Penrose transform with the consideration of holomorphic cohomology on D. For flag domains D there are very explicit (but nonhomogeneous) Stein coverings S and we do not need to use here the general construction of Eastwood et al. (1996). Since t he operator from the holomorphic cohomology to Dolbeault cohomology has the standard structure (like (1.11)) we need only to construct an explicit intertwining operator from solutions to holomorphic cohomology. C o n j e c t u r e 3 .3 Such an operator is a differential operator (similar to the. op-erator k of Gelfand-Graev-Shapiro in integral geometry).
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 Finally we will say a few words about analogs of the boundary representation of the Penrose transform (1.12). Such an operator was defined by Knapp and YVallach (197G): their Szego operator acts from sections of bundles on E(D) to solutions of Schmid equations on A/R. Again the crucial and nontrivial problem is to extend the kernel to the complex domain and to find its singularities. C o n j e c t u r e 3.4 The Szego -Knapp-Wallach kernel is a rational function whose denominator is a product of degrees of determinant functions.
 Out of this conjecture and conjecture 2.2 follows conjecture 3.1. Conjecture 3.4 was proved in Barchini et al. (1997) for SU(p,q).
 There arc several other intertwining operators in this structure which it is interesting to compute explicitly. The most interesting operator is from cohomol-ogy on D to sections on E(D) which complete the Penrose and Szego transforms to form a commutative diagram. It must be a nonstandard operator of bound-ary values for e?-cohoinology. It is essential that in generic situations the edge E is only a part of the boundary and for complete flags they are totally real (then D looks like a curved nonconvex tube). For such domains cohomology can have functions or distributions or hyperfunet.ions as boundary values on edges (Gindikin 1994b). In Gindikin (1994a, 1990) these conjectures were investigated for SU(2,1), and in Gindikin (1997) for SO{l,n). Bibliography Akhiezer, D. N. and Gindikin, S. G. (1990). On the Stein extension of real symmetric spaces. Math. Ann., 286, 1-12. Barchini, L., Gindikin, S. G. and Wong H.-W. (1997). Determinant functions and holomorphic extension of Szego kernels for SU(p.q). Pacific J. Math. To appear. Eastwood, M. G., Penrose, R. and Wells, Jr., R. O. (1981). Cohomology and Massless fields. Comm. Math. Phys., 78, 305-51. Eastwood, M. G., Gindikin, S. G. and Wong H.-W. (1995). Holomorphic real-ization of 0-cohomology and constructions of representations. ./. Geom. Phys., 17, 231-244. Eastwood, M. C.., Gindikin, S. G. and Wong H.-W. (1996). A holomorphic realization of analytic cohomology. C. II. Acad. Sci., 322, Serie 1, 529-534. Gindikin, S. G. (1984). Integral formulas and integral geometry for d-cohomology at CP". Funk. Anal. Priloz., 18, 2, 26-33. Transl.: Func. Anal. Appl., 18, 108-118 (1984). Gindikin, S. G. (1990). Generalized conformal structures. In Ttiristors in Math-ematics and Physics, Bailey, T. N. and Baston, R. .1. (eds). London Math. Soc. Led. Notes Ser. 156, 36-52. London. Gindikin, S. G. (1993). Holomorphic language for d-cohomology and represen-tations of real semisimple Lie groups. Contemporary Math., 154, 103 115. Gindikin, S. (1994a). The holomorphic Cauchy Szego kernel for nonhoiomor-
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29 Twistor Solution of the Holonomy Problem
 S.A. Merkulov University of Glasgow
 and L.J. Schwachhöfer Universität Leipzig
 1 Introduction The holonomy group is one of the most informative characteristics of an affine connection. The problem of classifying all possible holonomy groups has a long history, beginning in the 1920s with the works of Cartan (192Ga, b) who used this notion to classify locally symmetric Riemannian manifolds. Berger (1955) showed that the list of irreducibly acting matrix Lie groups which can, in prin-ciple, occur as the holonomy of a torsion-free affine connection must be very restrictive. This sharply contrasts a result of Hano and Ozeki (1956) which says that there is no interesting holonomy classification in the class of arbitrary affine connections — any closed subgroup of GL(n, R) can be realized as the holonomy of an affine connection (with torsion, in general).
 Berger presented his classification list of all possible candidates for irreducible holonomies1 in two parts—the first part was claimed to contain all possible groups which preserve a non-degenerate symmetric bilinear form, while the sec-ond part was conjectured to contain all the rest, up to a finite number of missing terms which Bryant (1991) suggested calling the exotic holonomies. 2 Main result The classification of all metric holonomies has been recently completed (Bryant 1995). The resulting Table 1 is a culmination of efforts of many people to show that most entries of Berger's original metric list do occur as holonomies of Levi-Civita connections and that, just a few of them arc superfluous (sex;, e.g., Alek-
 1 Prom MOW on, by a holonomy group we always understand the irreducibly acting holonomy of a torsion-free aitine connection which is not locally symmetric. The second aK'iuinption is motivated by the fact that, due to Cartan (1026) and Berger (1957), the list of locally symmetric affine spaces is completely known.
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 Table 1 Complete list of metric holouomies
 Group G Representation
 space Group G Representation
 space
 SO(p, q) (p + q)> 2 G2 R7
 SO (n,C) R2", n £ 2 G'2 R7
 U(p,<7) R2(p+,), (p + <7) £ 2 rc RI4
 SU(p, q) R2(P+»)i (p + <v) 2 Spin(7) R8
 Sp(p,<7)Sp(l) R 4 " , + ' \ (p + q) Z 2 Spin(4,3) R8
 Sp(p, q) R'«(p+«)) ( ; , + i/) J. 2 Spin(7,C) R10
 Sp(n,R) SL(2,R) R'1", n £ 2
 S p ( n , C ) S L ( 2 , C ) R8", n £ 2
 seevski 1968; Besse 1987; Bryant 1987, 1991, 1995; Salamon 1989, and the ref-erences cited tlierein).
 Bcrger's second list of non-inetric holouomies, refined and extended, is given in Tables 1 and 2. The 4-dimensional representations of TR • SL(2, R), TC • SL(2, C), R* SO(2)-SL(2,R) and C' SU(2), and the fundamental representations of various real forms of Tc • Spin(10, C) and Tc • have been added to the list of non-metric holouomies by Bryant (1991, 1995). He also conjectured that the 4-dimensional representations of II \ - SU(2) and Il\ • SL(2,R) may occur as holouomies. The infinite series SL(2, R) • SO(p, q) and SL(2,C)-SO(7i,C) as well as exceptional representations E7 have been found by Chi et al. (1996). Finally, the representations of the groups Sp(3,R), Sp(3,C), SU(1,5), SU(3,3), SL(6,R), SL(6,C), Spin(2,10), Spin(6,6), Spin(12,C) have been added to the list by the authors (1996) who showed that the moduli space of torsion-free affine connections with these holouomies is non-empty and finite dimensional. The point of the present article is that these representations are the last ones which are missing from the original Berger lists: M a i n T h e o r e m If G is an irreducible representation of a reductive Lie (/roup which occurs as the liolonomy of a non-locally symmetric torsion-free affine con-nection, then C is one of the entries in Tables 1 3.
 Moreover, due to the efforts of a number of people over the last 40 years all entries of Tables 1 3 are known to occur as holouomies except the 4-dimensional representations of //,\ -SU(2) and II\ SL(2, R) which, as candidates for holouom-ies, have been suggested by Bryant (1995).
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 T a b l e 2 Berber's list of non-metric liolononiies
 group G representation V restrictions
 T R • SL(n, R )
 R"
 G2R" — R"("+1)/2
 A2R" ~ R"("-')/2
 71 2 n 3 n 5
 Tc • SL(n, C) C" ~ R2" n ^ 1
 T£ • SL(n,C) ©2<C" ~ A2C" ~ R"("-')
 n 3 n 5
 R* -SL(n,C) {.4 € M„(C) : A = A1} ~ R"2 3
 TR - SL(n, H) H" ~ R4" {A € A/„(H) : A' {A € A/„(H) : A' =
 n 1 = -A1} ~ R"(2»+') n^2 = A1} ~ R"(2"-1) n^3
 TR • Sp(n, R) Tc • Sp(n,C)
 R2" C2»L ^ R-LT>
 71 2 n 2
 R*-SO (p,</) TC-SO(N,G)
 RP+FL
 C" ~ R2" p + O 3
 n > 3
 Tr • SL(m, R) • SL(n,R) jjmn 771 > n 2 or 771 n > 2
 Tc • SL(m,C) • SL(n,C) C m ® C" ~ R2mn 771 > 71 ^ OR 771 ^ 71 > 2
 TR • SL(m, M) • SL(»,H) 16*7171 771 > n > 1 or 771 71 > 1
 SU(2) •SO(n,M) R2 ® R'1" ~ R8" 71 2 NOTATIONS: TF denotes any connected Lie subgroup of F',
 TJ- denotes any non-trivial connected Lie subgroup of F", A/„(F) denotes the algebra of n x n matrices over F.
 3 Twistor theory of holonomy groups Let V be a vector space and p an irreducible Lie subalgebra of jjl(V) ~ V® V'. In the holonomy group context, one is interested in the following three g-modules:
 (i) £l(1) :={Q®V')n(V®o2V'),
 (ii) the curvature space K{$) '•= kerii, where i] is the composition
 II : £ I ® A 2 V — » V ® ! ' ' ® A 2 V * — V ® A 3 R ,
 (iii) the 2nd curvature space (g) := ker ¿2, where ¿2 is the composition
 ¿2 : K(Q) ® V*—»g ® A2V—>0 ® A3V.
 Note that if 0 is the composition
 0(l) ® V' 0 ® V' ® V' -» 0 ® \2V'
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 Table 3 List of cxotic holonomies
 group G representation V restrictions
 Tr • Spin(5,5) TR • Spin(l,9) Te • Spin(l(),C)
 R16 R16
 C16 ~ R;{2
 TR • E¿
 TR • Efi
 Te • Eg
 R27
 R27
 C27 ~ R M
 TrSL(2,R) Te • SL(2,C)
 R* • SO(2) • SL(2,R) C- • SU(2) Ih • SU(2) Hx- SL(2,R)
 03R2 ~ R'1
 © 3 C 2 ~ R 8
 R2 ® R2 ~ R'1
 C2 ~ R'1
 R1
 R1
 SL(2, R) • SO(p, q)
 SL(2,C) • SO(n, C)
 R2 <g> R',+<» ~ R2>'+"2''
 C2 ® C" ~ R'1» p + q > 2
 n Ss 3
 E?
 E?
 E?
 R50
 Rr>6
 R112 ~ C56
 Sp(3,R)
 Sp(3,C)
 SU(1,5)
 SU(3,3)
 R M C A3R6
 R28 ~ C11 c A3C6
 R28
 R28
 SL(6, R)
 SL(6, C)
 R20 ~ A:,R6
 R"° ~ A:5C6
 Spin(2,10)
 Spin(6, G)
 Spiii(12,C)
 R32
 R 3 2
 R 6 4 ^ C 3 2
 NOTATIONS: IV denotos any connectcd Lie
 H,=(cos; -sin/ ) [ Y SMI cost J
 subgroup of F*,
 teR|, A>O.
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 tlic-n »(B ( 1 )®V) C K(o). Hie geometric. meaning of p'1* is flint, if there exists a (local) torsion-free
 • illin«' connection V on a manifold M with holonom)' algclna p then, lor any (local) function P : M • p1the aliine connection V + P is again torsion-free and has holonomy algebra p; put another way, p(l' measures non-uniqueness ol torsion-free afline connections with holonomy p on a fixed manifold.
 The meaning of A'(p) and A"1 (p) is that the curvature tensor of a torsion free afline connection V on a manifold M with holonomy in p has I,he curvature t.ensor at. each .1: 6 M isomorphic to an element, of A'(p) while t he non-vanishing of A"'(p) is a necessary condit ion for V not to be locally symmetric.
 Therefore, p can be a candidate to the holonomy algebra of a torsion-free afline connection only if A'(p) 0. Then the question is how to compute A"(p)V
 Wit h any real irreducible representation of a real reductive Lie algebra one may associate an irreducible complex representation of a complex reductive Lie algebra. Since all the above p-modules behave reasonably well under t his associ-ation, we may assume from now on that V is a finite dimensional complex vector space and p C pl(l/) is an irreducible representation of a complex reductive Lie algebra. Clearly, G — exp(p) acts irreducibly in V' via the dual representation. Let A" be the G-orbit, of a highest weight, vector in V" \ 0. Then the quotient X : A"/C* is a compact complex homogeneous-rational manifold canonically embedded into P l7"), and there is a commutative diagram
 X <-» V" \0 I I X P(V")
 In fact, X = Gs/P, where Gs is the semisini])le part, of G and P is the parabolic subgroup of Gs leaving a highest weight, vector in V' invariant up to a scale. Let L be the restriction of the hyperplane section bundle 0(1) on Br(l/") to the submanifold X. Clearly, L is an ample homogeneous line bundle on X. We call (A:,L) the B01v.l-We.il data associated with (p, V).
 According to Borel-Weil, the representation space V can be easily recon-structed from (X, L) as V = H°(X, L). What about p? The Lie algebra of the Lie group of all global biholomorpliisms of t he line bundle L which commute with t he projection L —> A' is isomorphic to /7°(A". L0(./' /,)*) a central extension of the Lie algebra H°(AT, TX). Whence, as a complex Lie algebra, IIn(.Y, L 0 (./' L)') has a natural complex irreducible representation in ll"(A', L) = V; with very few (and well studied in the holonomy context) except ions,'this representation is isomorphic, up to a central extension, to the original p.
 Remarkably enough, the basic p-modules defined above lit nicely the Borel-Weil paradigm as well. The resulting twistor formulae were among our basic instruments in solving the holonomy problem.
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 Propos i t ion 3.1 For a compact, complex homoyeneous-rahonal manifold X and an ample line bundle L —> X, their', is an isomorphism
 0<" = //' (X, L <2> Q2N').
 and an exact, sequence of ([-modules,
 0 — o J ^ J v ) - * " 1 (X,L®o2N-)®V,
 when: g is lt\X, L ® N') represented in V = lt\X, L), and where N := ,/'L.
 Proof. The result follows easily from t he exact sequences
 0 — * L «> © 2 I V * — * L <S> N' V'—»L ® A " ® A 2 L' '
 and
 0 —*L ® G 3 N * — *L <8> ©2jV « V* —>L ® N* ® \~V —>L ® A : V \
 where arrows are a combination of a natural monoinorphism N'—>V* ® 0\-(which holds due to ampleness of L) with the ant.isymmetrization. •
 This proposition is a group-theoretic manifestation of the fact (Merkulov 1994) that any torsion-free affine connection with irreducihly acting holonomy can, in principle, be constructed by twistor methods. This universal twistor construction can be formulated in the language of G-structures as follows.
 T h e o r e m 3.2 Let X be a generalised flay variety embedded as a Leyendre sub-manifold into a complex contact manifold Y with contact line bundle L such that. L;v is very ample on X. Then
 (i) There exists a complete analytic family F «—> Y x M of compact Leyendre submanifolds with moduli space M being an h{)(X, L\ )-dimensional com-plex manifold. For each I € M, the associated Leyendre submanifold X, is isomorphic lo X.
 (ii) The Leyendre moduli spuee M comes equipped with an induced irreducible G-structure, Sind M, with G isomorphic to the connected component of the identity of the group of all global biholomoiyhisms <f> : L\ —> L,y which, commute with the projection it : L,\ —> A'. The Lie algebra of G is isomorphic to 11° (X, Lx ® (./1 Lx)') •
 (iii) If 5m</ is k-flat, k ^ 0, then the obstruction for Sind to be {k 1 \.)-fiat is given by a tensor field on M whose value at each t. <E M is represented by a cohomology class € / / ' (A',. Lx, ® 6'FC+2(./' Lx,)') •
 (iv) // 9„„/ is ¡-flat, then the bundle of all torsion-free connections in Sind has as the typical fiber an affine space modeled on II" (A', L.v <?0 S2{Jl L\)').
 The geometric meaning of cohomology classes
 $+l]eHl(XuLx,®Sk+*(JlLxir)
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 is very simple I hey compare to {k I 2)1.h order I lie germ of I he Legendre embed-ding A', > Y with the "flat" model, A'< * > ./'//*,, where the ambient contact manifold is just the total space of the vector bundle .llL\, together with its canonical contact structure and the Legendre subinanifolcl A", is realized as a zero section of J1 L.\, ' A*/. Therefore, the cohomology class />J' ' can be called the fct.li Legendre jet of Xt in Y. Then it is natural to call a Legendre sub-manifold X, «-» Y k-Jlat if pW = 0. With this terminology, the item (iii) of the above t heorem acquires a rather symmetric form: the induced G-.structure on the moduli space M of a complete analytic family of compact Legendre submanifolds is k-Jlat if and only if the family consists of k-flat Legendre submanifolds.
 A very intriguing aspect of the holonomy list of t he Main Theorem is t hat all holonomy groups share one and the same property—the associated Borel-Weil data (A, L) have X biholomorphic to a compact. Hermitian symmetric manifold. Put another way, twistor theory of holonomy groups reveals a surprising pattern in the classification list of holonomy groups which is not visible in t he standard (p. V)-dcscript.ion. The list, of compact Hermitian symmetric manifolds is very short, and it is desirable to get. an independent proof (explanation) of this phe-nomenon. Such an explanation may result in a much shorter proof of the Main Theorem than the one given in Merkulov and Schwachhbfer (1996).
 Bibliography Alekseevski, D. V. (1968). Riemannian spaces with unusual holonomy groups. Fund. Anal. Appl. 2. 97 105. Berger, M. (1955). Sur les groupes d'holonomic des variétés à connexion affine et des variétés Riemanniennes. Bull. Soc. Math. France 83, 279-330. Berger, M. (1957). Les espaces symétriques noncornpacts. Ann. Sri. Ecole Norm. Sup. 74, 85-177. Besse, A. (1987). Einstein Manifolds. Springer. Bryant, R. (1987). Metrics wit h exceptional holonomy. Ann. of Math 120, 525-570. Bryant, R. (1991). Two exotic holonomies in dimension four, path geometries, and twistor theory. Proc. Symposia in Pure Mathematics 83, 33-88. Bryant, R. (1995). Classical, exceptional, and exotic holonomies: a status report. Preprint. Cartan, 1£. (1909). Les groupes de transformations continus, infinis, simples Ann. Éc. Norm. 26, 93-161. Cartan, É. (1926a). Les groups d'holonomic des espaces généralisés. Acta Math. 48, 1-40. Cartan, É. (1926b). Sur une classe remarquable d'espaces de Riemann. Hull. Soc. Math. France. 54, 214 264; 55, 114-134. Chi, Q.-S., Merkulov, S. A., and Schwachhofer, L. .1. (1996). On the existence of an infinite series of exotic holonomies. Inn. Math. 126, 391 -111.
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30 The Penrose Transform and Real Integral
 Geometry
 Toby N. Bailey Department, of Mathematics, University of Edinburgh
 I Introduction 1 remember, some years ago, Roger Penrose drawing a picture of twistor theory as a tree, which he was trying to train mainly towards fundamental physics, but. which was always sending off vigorous shoots in the direction of pure mathe-matics. Twistor theory has certainly been a source of an astonishing amount of mathematics. One example is what we now call the Penrose transform, and in t his note I want to report on some joint research with Michael Eastwood (Bailey and Eastwood 1997), whereby methods involving holoinorphic geometry inspired by the Penrose transform are used to obtain results 011 transforms in real inte-gral geometry. (This follows on from joint work with Eastwood, Pod Clover and Lionel Mason (1997). It. was Mason's idea originally that, one ought to be able to obtain results of this sort.) A full account of our results appears in (Bailey and Eastwood 1997), and here I want just to outline tin? methods and make more precise the connection with the Penrose transform which is largely suppressed in (Bailey and Eastwood 1997). 2 The twistor programme Roger Penrose's Twistor Programme aims to obtain an alternat ive formulation of basic physics, with the hope t hat it will cast, light on I he t he fundament al problem of unifying general relativity with quantum theory. From a mat hematical point of view, it is based on t lx? following geometry: the Grassmanian M = Gr fC'1) of 2-dimensional subspaces of C'1 comes equipped with a natural holoinorphic conform».! structure, and it can be regarded as a compactification of complcxilied Minkowski space. One then takes (projective) twistor space P CPs to be the projective space of C1, so that by the classical Klein correspondence M parameterises the (Complex projective) lines in IP. Penrose's suggestion is that the space P may be more fundamental than M itself, and that if one could describe known physics intrinsically on P, then it might be possible to see a way forward.
 The basic conformal geometry of Minkowski space is easily seen to be en-coded in incidence relations in P, and it was soon discovered that solut ions of
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 many important conformally invariant linear equations (the wave equation, Weyl neutrino equation, source-free Maxwell equations, etc.) could be generated by certain contour integrals of sections of line bundles over appropriate regions of IP. (For a review of the twistor programme as it stood at this time, see (Penrose and MacCallum 1972).) The freedom in the choice of / and its domain of definition remained a mystery until it was realised that one should think of it ¡is a Cecil representative of an element of a first sheaf cohoinology group. At, t his point, it was possible to use the machinery of sheaf cohoinology to obtain results, and the procedure adopted in (Eastwood el. al. 1981), applied in more general situations, is what is now often called the (holomorphic) Penrose transform.
 3 The holomorphic Penrose transform The general method of the holomorphic Penrose transform in (Eastwood el al. 1981) can be described quite quickly. The starting data is that one has a complex manifold Z and a family {Yx|x £ A*} of compact complex submanifolds of Z parameterised holomorphically by a complex manifold X. One requires that the correspondence space
 F = {(z,x)\xeX,z€Yx}
 is a holomorphic submanifold of Z x X, and that the obvious maps
 Z±F-> X (3.1)
 are holomorphic surjections of maximal rank. We assume also that the fibres of // are contractible. In the context of Penrose's original twistor picture, such a situation arises by taking A' to be a "sufficiently convex" open subset of M and Z to be the subset of IP swept out by all t he complex projective lines corresponding to points in X.
 Let E — • Z be a holomorphic vector bundle. Then it follows from a result of Buchdahl (1983) that pull-back provides an isomorphism
 H"(Z,0(E)) — H"{F,ir]0(E))
 where /t~' denotes the topological inverse image sheaf and 0(E) denotes the sheaf of holomorphic local sections of E. Local sections of /i~lO(E) are holo-morphic sect ions of the pull-back bundle /t* E constant along the fibres of /t, and it. is then not hard to show that there is an exact sequence of sheaves on F,
 o -> /rl0(E) - 0 ( f i ' E ) -> q;af) -> nft(E) (3.2)
 where S2{'(E) is the sheaf of holomorphic relative p-forms (i.e. forms in the fibres of /i. parameterised over Z), with values in ii'(E). The differential is essentially the holomorphic de Rham operator in the fibres of /t.
 For simplicity, let us assume also that .V is Stein. Then the Leray spectral sequence collapses and one concludes that
 n«(F,iy(E)) = r(x,w;i(E))),
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 whore i'l denotes l.lie 1/-1I1 direel image. Now we make this substitution in the hypercohoniology spect ral sequence of (3.2) to obtain a spectral sequence
 E™ = r(X,,/>(il'^E))) => II»+*(F,,rlO(E)) = H^"{Z,0{E)). (3.3)
 (¡enerically. t lie direct images here can be; ident ified wit h sheaves of holomorphic sections of holomorphic vector bundles on X, and the maps are holomorphic dif-ferentia! operators between them. By the Penrose transform of llp+,'(Z, 0(/•>')), I mean the output from this spect ral sequence.
 4 The connection with integral geometry A typical output from the Penrose transform is an isomorphism
 7 : H"{Z, 0 (E) ) -> {<',, € r ( X , 0 ( V ) ) | D * = 0},
 when; V is a holomorphic vector bundle over X and D is some holomorphic differential operator taking values in another holomorphic vector bundle. In many cases where p is the complex dimension of the fibres of u, one can eval-uate (:P(/))(.r) by taking a Dolheault representative for / € //''(/?, 0(E)) and integrating this over Yx. (Strictly, one can only do this directly when E is a line bundle that restricts to the canonical line bundle 011 each Fx.) This places the Penrose transform squarely in the realm of integral geometry: the transform consists of integrating ¿/-closed differential forms over families of cycles. This is usually the view being taken when one hears the term "Radon-Pen rose trans-form" being used. It, is worth pointing out though that the Penrose transform often produces results of interest when the transform map is not so directly realisable.
 The work I am reporting on here exploits a different, and less precise, con-nection between the Penrose transform and integral geometry. To start from 1 lie integral geometry end, the real version of the Klein correspondence is the fact that Gr2(K"') parameterises the real projective lines in RP:!. Consider the trans-form from smooth 1-forms on RP3 to twisted functions on Gr R'1) obtained by integrating over real projective lines. (The twist, arises because an orientat ion must be chosen.)
 The connection between this and the Penrose transform is ;us follows. The inclusion K'1 C C' induces inclusions Gr2(R'') C Gr2(C') = M and RP3 C CP;, P. Now consider a holomorphic double fibration (3.1) obtained as described immediately below (3.1) from Penrose's original twistor correspondence so that X is some "sufficiently convex" open subset of M. Suppose that Xu = X D Gr2(R-
 1) is non-empty. For x € Xu, the corresponding complex projective line Yx C Z intersects RP3 in a real projective line, and if one takes a suitable Cecil representative for / € JI](Z,il]) (where fi1 is the sheaf of holomorphic 1-fonns), one component of t he Penrose transform 'J'f(x) can be obtained by integrating the Cecil representative over this real projective line. Thus, the Penrose transform is obtained for these "real" points precisely by performing t he real integral transform we have just discussed.
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 This fact suggests that otic iniglit, he able to use some variant, on the holomor-phic Penrose transform arguments to obtain results on the real integral trans-form. One obstruction to doing so is an interesting difference between the liolo-morphic Penrose transform and most classical transforms in real integral geom-etry: the Penrose transform is essentially local, in that, for example, one takes A* to be any "sufficiently convex" open set in M (indeed, one cannot take X to be all of M because the correspondence would not then satisfy the required conditions); on the other hand, most real integral geometry transforms do not localise well in the sense that although the transform may be defined, one does not get clean results about the range.
 5 A new method in real integral geometry It. turns out t hat one can adapt the arguments of the holornorphic Penrose trans-form to analyse transforms in real integral geometry. This programme is contin-uing, and I will just outline the methods for one particular example. (See Bailey and Eastwood 1,997 for details.)
 Let us take the real integral transform mentioned in the previous sect ion. If we try and regard it as a Penrose transform, it suggests that we should take X = C!r._»(R'') C M in place of the usual "sufficiently convex" open subset. The complex projective lines corresponding to points in Gr E'1) sweep out the whole of CDV Defining a correspondence space ¡us usual by
 F = {(z,x)\z € CPa.z e Gr.»(R''),z € Yx},
 we obtain a diagram CP3 <1 F -> Gr2(R ').
 The fibres of r are CP| (¡us they are in the original holornorphic transform), but the map i] is not. a fibre bundle projection: in fact, it. is precisely the blow up (in the real category) of CP3 along RP:t.
 Let E be a holornorphic vector bundle on CP3. Our analysis proceeds byje-lating smooth sections of E over RP3 to a certain cohomology group //1(F, E) which I will define below, and then computing this cohomology by means of ¡1 spectral sequence very analogous to the hypercohoinology sequence appearing in the holornorphic Penrose transform, and whose terms ¡ire smooth sections of vector bundles over G^R'1).
 5.1 Pull-back from RP;! to F
 The cohomology we consider 011 F is constructed ¡us follows. Define a complex sub-bundle A1,0 C of the bundle of smooth complex-valued 1-forms 011 F to be the image of the canonical map
 (It is easy to check this is injective, and so does define a sub-bundle.) By proper-ties of pull-back, .A1,0 generates a differentially closed ideal in the (complexified)
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 de nil.UN complex on /*', and t IHIS we obtain a quotient, differential complex which we denote
 P(E,£) V{F,A0'*) -> r(F,A0-2) - i . . . . (5.1)
 (The structure we are defining on F is called an "involutive structure", or a "formally integrable structure". See (Treves 1992).)
 Let. C denote the pull-back by r of the locally constant non-trivial line bundle on Gr R'1). Then it is easy to see that if E is a holomorphic vector bundle over CP3, then one can tensor (5.1) through by ij'E <g> C to obtain a differential complex, and we denote by
 //{(E, v'E)
 i(s first cohomology group. The transfer of information from RP3 to F is accom-plished by showing that there is an exact sequence
 0 - //°(CP3,0(E)) - P(RP:i,£(E)) II^F,irE) -> //'(CP3,0(E)) - 0. (5.2)
 The map a is obtained as follows: take / e r(RP3,£(E)) and pull back to obtain a section of i/*E over »/"'Ril. Now let / denote a smooth section of il'E over F, agreeing with / on 'RIP and such that d/ vanishes to infinite order 011 7/-lRP3. (Such a thing exists by formal power series calculations and partition of unity arguments.) There is a canonical locally constant section II of C with a unit jump discontinuity acrossjthe hypersurface if1RP3. Then af is 1 he equivalence class of //d/ in //(', (E, ?/' E). The exactness of (5.2) is established by formal power series calculations. Note that the map a is an isomorphism up to finite-dimensional errors.
 5.2 Push-down from E to Gr2(R'1)
 Recall that the fibres of r are CPj. For a vector bundle V with a complex structure on the fibres of r, denote by (E(K) the sheaf of smooth sections of V which are holomorphic on the fibres of r. Denote by £0,1 the sheaf of (0, l)-fonns ¡11 t he fibres of r. It. is easy to check that there is a natural inclusion £0,1 <—• ./I0,1, and we define £ by the exactness of
 0 —> £ 0 ' ' — yi0'1 - * £ ; , - » o .
 This short exact sequence induces a filtration on the complex which computes //] (E, ij' E). and results in a spectral sequence
 E\'q = r(Gr2(R4),T?(E(£{j®rE)) => //f'(E,j E), (5.3)
 where we write £Jj = /\''£ If E is an SL(4,C)-homogeneous bundle, then the direct image sheaves ap-
 pearing here are sheaves of smooth sections of complex vector bundles over Gr2(R'). The maps are differential operators, and so combined with the map <*
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 of §5.2. we are able to relate F(RP3,/s) to kernels and cokernels of differential operators on Gi R'1).
 An important point is that the E\ terms in the spectral sequence (5.3) con-sist of smooth sections over G^R'1) of the restrictions of the vector bundles whose holomorphic sections appear in the spectral sequence (3.3) for the holo-morphic Penrose transform for CIP3, and the maps are also "the same" in this sense. Thus, once the basic geometry has been established and the "pull-back" results of the previous section proved, one can more or less import results whole-sale from the holomorphic Penrose transform. For a wide class of holomorphic double fibrations where the relevant spaces are of the form G/P where G is a holomorphic semisimple Lie group and P is a parabolic subgroup, the resulting Penrose transform has been extensively studied (Baston and Eastwood 1989), and the calculation of the vector bundles appearing in (3.3) has been reduced to a simple algorithm. Consequently, for real integral geometry transforms ob-tained from these by the process we have been discussing, the considerations of this section are purely routine, and the only real work is in the "pull-back mechanism".
 5.3 Results It is now possible to state the main result of (Bailey and Eastwood 1997). First note that everything we have said generalises easily to the family of integral trans-forms where RIP3 and GP,(R'') are replaced by RIP,, and Gr2(R"
 +1), the integral transform still being integration over real projective lines. We regard RP„ as a homogeneous space for SL(7i H- 1,R). Given a complex, finite-dimensional irre-ducible representation E of SL(n+ 1,C), we have; the Bernstein-Gelfand-Gelfand resolution 011 RIP,,,
 0 -> E - £(E°) £(E') £(E2) -> £(E") - 0.
 Here, we are writing E also for the sheaf of locally constant E-valued functions, tlu; remaining terms are sheaves of smooth sections of certain irreducible com-plex homogeneous vector bundles and the maps ft are differential operators, not necessarily first-order. This generalises the de Rham resolution, which is the case where E is the trivial 1-dimensional representation
 There is an SL(n+ l,R)-equivariant "integration" of w € r(RP„, £(E')) over a real projective line. We say that w has zero energy if this integral vanishes on every projective line.
 T h e o r e m 5.1 The field w 6 r (RP„ , £(E ' ) ) is zero energy if and only if there exists f <E F(RP„, £(E0)) with ui = b f .
 The proof of the theorem is straightforward once the spectral sequence (5.3) is understood in the cases E = E° and E = E1. A particular family of examples of the above is where w is a symmetric covariant A'-tensor field. I11 this case, the invariant integral over a real projective line 7 is given by integrating w(7,..., 7). The theorem gives that u> is zero energy if and only if it is the symmetrised
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 covariant derivat ive of a symmetric eovarianl. (I; l)-tensor lield on Rll*",,. The ease k = 1 of this (which says that for a smooth I-form on Kl"„, its integral over every projective line vanishes if and only if it is the exterior derivative of a smooth function) is due to Michel (1978), as is t he case k - 2 (Michel 1973). (This last result is equivalent to Blaschke rigidity of KIP,,, i.e. the fact that one cannot infinitesimally perturb the standard metric on this space while keeping all geodesies closed and the same fixed length.) The case k 3 is due to Este/.et. (1988) (see Goldschiïlidt 1990). Anot her case, not in this family, gives the analogue of Blaschke rigidity in the category of manifolds with projective structure.
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31 Pythagorean Spinors and Penrose Twistors
 Andrzej Trautman Instytut Fizyki Teoretycznej, Uniwersytet Warszawski
 ul. Hoza 69, PL-00681 Warszawa, Poland1
 1 Introduction Resides the major applications of spinors and twistors to equations of mathemat-ical physics, there are minor results, where these objects play an auxiliary role or bring a new light on otherwise well-known facts. One example of such a result is the twistor-inspired derivation, based on the use of the conformal compacti-fication of a (pseudo-) Euclidean space, of the fractional-linear form of Mobius transformations. Even simpler is the remark that the solution, attributed to Euclid, of the Pythagorean equation, has a spinorial interpretation: it is equiv-alent. to the statement that a null vector in Z3, considered as a subset of R'1 with a scalar product of signature (1.2), is the (tensor) square of an integer-valued spinor. In this short article, I expand the latter observation and give a summary of the rudiments of twistor notions associated with higher-dimensional spaces; this account is included here not because of its novelty, but in the hope t hat there may be some interest in a presentation by an outsider. Only 'global' t wistors are considered here; I gave a brief account of my view of 'local' twistors in (Trautman 1993).
 Originally, Roger Penrose intended twistor spaces to be associated with, or serve as replacements for, the 4-dimensional, Lorentzian space-times. Ilis belief in the privileged and exceptional role of four dimensions, apparent in twistor theory, was strikingly confirmed by the discoveries of exotic differential structures on R"1, and of the Donaldson and Seiberg-Witten invariants. There are, however, interesting generalizations of twistor ideas to other dimensions and signatures; especially to proper Riemannian 3- and 4-manifolds. As is often the case with important, ideas, the original notion of twistor has been generalized in many ways; only some of them are briefly presented below. 2 Pythagorean spinors If p and q are integers, then the triple of integers (:;:, y, z), given by
 x = p2-q2, y = 2pq, z = p2+q\ (2.1)
 'email: [email protected]
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 is Pythagorean-, it satisfies the equation x2 + y2 = z2. If (x,y,z) is Pythagorean, then at least one of the numbers x and y is even; moreover, if / <E Z, t hen (//, x, z) and (tx,ty,tz) are also Pythagorean. I say that a Pythagorean triple (x,y, z) is standard if z > 0 and either the triple (x,y,z) is relatively prime (rp) and y is even or (x/2, y/2, z/2) is a triple of rp integers and y/2 is odd. For example, the triples (-1,0,1) and (8,6,10) are standard, but (4,3,5) and (6,8,10) are not. Every Pythagorean triple can be written as (tx,ty,tz). where t e Z. the integers (x, y, z) are rp and 2 > 0; if y is even, then (.r, y. z) is standard; if y is odd, then (2x, 2y, 2z) is standard.
 P r o p o s i t i o n 2.1 If (x.y.z) is a standard Pythagorean triple, then there is a pair (p,q) of relatively prime integers such that. (2.1) holds.
 In other words: there is a Injection between the set of directions in Z2 and the set of 'null directions' in Z-i.
 Proof Note that z > 0, y even and y2 = (z + x)(z - x) imply z + x = 2m > 0 and z — x = 2n > 0, where m and n are integers. If y = 2r, then the Pythagorean equation is equivalent to r2 = mn. If tlx- triple (x, y, z) is rp, then so is the triple (m, n,r). If r is odd and the integers x, y and z are all even, but have no divisor > 2, then the triple (m,n,r) is also rp. If (m,n,r) is rp, then r2 - mn implies that both m and n are squares. •
 Recall the classical lemma (Sierpiriski 1987):
 L e m m a 2.2 If p and q are integers, then a tieccssary and sufficient condition for the existence of integers u and v, such that pu + qv = 1, is that p and q be relatively prime.
 It leads to
 P r o p o s i t i o n 2.3 The group SLj(Z) acts transitively on the set P C Z2 of integer-valued 'spinors' with relatively prime components.
 In other words: the group SL-2(Z) acts transitively on the set of directions in Z2.
 Proof Indeed, let a,b,c.d € Z and consider
 (2.2)
 The matrix A is in 5L2(Z) iff ad - be = 1 ; it. acts in Z2 by sending ( j to
 'p'\ f P \ IP = A I .If G /', th<>n there are integers u and v such that
 \<l'J \<lJ \<l) pu -f qv — 1. Putting (a', it') — (u, ¡;)yl-1 one obtains p'u' + q'u' = 1; therefore,
 f p \ SLo(Z) acts in P. This action is transitive: if 1 € P and pu + qv = 1, then
 \<l)
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 v ->>\ n \ i'\ the matrix send« to . • \<i « J W \ ' i J
 The stabilizer of an element, of P is a subgroup of SL2(Z) isomorphic to 7L. Recall that the group SLj(R) is the connected component of the group
 Spin I,2(R): there is the exact sequence of lioinoinorphisms of groups, 1 _ , z 2 _ SL2(R) so?,2< 1.
 If (x,n,z) 6 R-' is represented by the matrix and
 v =
 = 2 (l> <l)
 (2.3)
 so that v2 -' (i2 + n2 ~ z2)I, then p{A)v = At:A '. By restriction, one obtains the exact sequence
 1 - Z2 — SL-, 1. The group G C SO" 2(R) which, by definition, is the image of SL2(Z) by p, is a group of matrices with entries that are either integer or half-integer. For example,
 / . n f * ' ^
 0 1 -1 1 1
 W 1 V The group G acts on t he set {(x, y, z) 6 Z3 : x + 2 is even}. It is an easy exercise to find the subgroup of SL2(Z) that covers the subgroup of G containing all matrices with integer elements.
 '.i Projective quadrics and twistors Global twistors, described in the first paper on the subject (Penrose 1!)G7), are associated with projective, qmdries, i.e. with conformal compact ilications of (pseudo-) Euclidean spaces. Most of the time, the name 'projective quadric' is shortened to 'quadric'. Let V be an in-dimensional vector space over K = R or C with a non-degenerate quadratic form y. In the vector space IV = V®K~ one in-troduces the quadratic form h by putting h(w) = <y(«)+A/i, where w = (v,/;) G IV, and defines the quadric Q (li) to be the subset of the projective space P(JV) consisting of all null directions, Q(/i) = {dirw : w 6 IV,w 0,li(w) = ()}. The quadric inherits from the quadratic space (IV, h) a (locally flat) conformal structure. The map V —» Q(/t), given by v •—> dir(t>, — y(v), 1), is a conformal embedding with an image open and dense in Q(/i); the complement of the im-age is the 'null cone at. infinity'. The group Spin(/<) acts on Q(/i) by sending dirt« to (]\r(AwA' '), where w <E IV and A <E Spin(/i). This action is conformal
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 and transitive. The Clifford algebra Cl(/i), associated with the quadratic space (\V,h), is isomorphic to the algebra CI (g) ® End A2; an isomorphism is induced by the Clifford map
 Therefore, every A € Spin(/i) c Cl(/i) can be written in the form (2.2), where a,b,c and d are now suitable elements of CI (g). Let a •—» 'a be the antiautomor-phism of the algebra Cl(cy) such that '1 = 1 and lv = v for every v € V. There holds
 Proposition 3.1 If A 6 Spin(/i), than the space.
 is open and dense in V; the map
 5A •• VA VA-< defined by fA(v) = [av + b)(cv + d)~}
 is a conformed diffeomorphism, g{dv) — l(cu + d)(cv + d)g(dJa(»)).
 This result goes back to Th. Vahlen; see (Robinson and Trautman 1993) and the references given there. The Clifford algebra Cl(r/) has an irreducible Dirac (m
 even) or Pauli (m odd) representation 7 in a complex, 2':i'"'-dimensional vector space S of spinors. The Dirac representation, restricted to the even Clifford algebra, decomposes into the sum of two Weyl representations in the spaces of spinors of opposite 'chirality'. A representation 7 of Cl(<y) in S extends to a representation ¿of Cl(/i) in S®S. Namely, if a € CI (<7) and b € End A2 C EndC2, then
 6 : Cl(/i) End(5®5) = (End.S')®EndC2 is given by 6(a®b) = 7(a)®/;. (3.2)
 3.1 The complex case 3.1.1 Complex projective quadrics of dimension m
 Assume K = C so that V = C". The corresponding complex quadric Q,„ is, in the words of Kobayashi and Ochiai (1982), 'a holomorphic analogue of a sphere'. It has no complex-bilinear Riemannian structure; its complex confor-mal structure supports a unique conformal spin structure which can be described as follows. Let Clm denote the Clifford algebra associated with (C'
 n,g). The conformal spin (Clifford) group is defined here as the subset Cpin,„ of Clm con-sisting of products of all even sequences of non-null vectors in V. This group acts on vectors by sending, for every a € Cpinm, the vector v to p(a)v = av'a. There is the exact sequence of group homomorphisms,
 (3.1)
 VA = {v € V : cv + d is invertible in Cl(</)}
 1 —» Km Cpinm —> C 0 m 1,
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 wlierc CO,,, is the connectcd component of I ho confoi mal group (understood here as the group of rotations and dilations). II in is odd, then the kernel K,„ of p is Z2 = {1, -1}. For in even, p gives a four-fold cover and K,„ — {1, — 1,-»/}, where i) G Clm is a volume element normalized so that 'ipj = —1. The group K„, is isomorphic to 7L.\ for in = 0 mod 4 and to Z2 x Z2 for m = 2 mod 4. The spin group is Spin(</) = Spin,,, = {« G Cpin„, : '<ia = 1}. The group Spinm+2 acts transitively on Q,„. The image of the null vector w^ = (0,1,0) G W by (3.1)
 M 11 is I G Clm+2. The stabilizer of dirt*)«, G Q,„ is the semi-direct product \o Oj H,„ of Cpinm by C m given explicitly by
 fa v \ Hm = { : a G Cpinm, v G C'"} C Spinm+2. \0 'a"1/
 The groups Cpinm and C*" are thus made into subgroups of Spinm+2. Let PO,(1 be the quotient of the complex special orthogonal group SOm by its centre: PO'in+i = S02n+1 and P02„ = S02n/Z2. There is the commutative diagram
 Cpinm —• COm
 i i Spinm+2 —» POm+2
 of group homomorphisms: the vertical arrows are injective and the horizontal ones are 4:1 or 2:1 depending on whether m is even or odd. The map C" —» Spinm+2 descends to a monomorphism of groups, C" —• POm+2. With these observations in mind, one can formulate P r o p o s i t i o n 3.2 (i) The confonnal spin structure on Q,„ is yiven by the prin-cipal bundle maps
 Cpinm —» COm
 I I Spinm+2/C"1 -> POm+2/C" —> Qm.
 (ii) The associated bundle of spinors,
 (Spinm+2/Cm) xCp,„„. 5 - Q,„, correspondiny to the representation 7 : Cpinm —> GL(5), is isomorphic to the. bundle E —» Q,„, where
 £ = {(dir «;//>) G Q m x S ©6': 6{w)<I> = 0} and 6 is as in ( 3 . 2 ) . (iii) The Maurer-Cartan form A~\\A defines a flat Cart.au connection on the Hm-bundle zo : Spinm + 2 —> Q,„.
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 A proof of (i) is in (Robinson and Trautman 1993). The map za : Spin,,, , v • Q m
 is given by vz(A) = dir(Au>ooA '). Part (ii) generalizes a similar observation made by Manin (1981) for m = 4. I learned of this generalization from Harnad; the isomorphism in question is given by [(AC'",<£>)] •-> (k7(A),6(A)(v?,0)). Part (iii) follows from the definition of a Cartan connection; see (FViedrich 1977) and the references given there.
 If'/» £ S ® S is a non-zero spinor, then the vector space {?<> £ W : S(w)<P = 0} is totally null; if it, is maximal (rntn), then <I> is said to be pure.. If m = 2n is even, then a pure spinor is Weyl (cliiral) and the (n + l)-vector formed from a linear basis spanning the corresponding mtn is either self-dual or antiself-dual. The projective timstor space T,„ for Q,„ is the manifold of directions of pure spinors associated with (IV, h). For rn even, it, has two components, T+ and T~ . If one puts m = 2n (in even) or m = 2n — 1 (m odd), then dim T,„ = n(n -f 1). In particular, each of the spaces T3, T{ and T^ is diffeomorphic to CP;-,. A global twistor dir'/> £ T,„ is identified with the mtn space of vectors annihilating </'. This space descends to a totally null geodesic submanifold of Q,„ of the maximal dimension ||?»]. The dimensions of Q,„ and T m coincide only for m = 3 (minitwistors; cf. the papers by K. P. Tod in (Mason et al. 1995); see also (Ward 1996) and the papers by N. J. Ilitchin referred to there) and m = 6 (in this case, the three spaces Q<;, T^ and T^ are diffeomorphic to each other; this coincidence reflects triality; cf. the papers by L. P. Hughston in (Mason ct al. 1995)). The flag manifold for Q,„ is defined as the 'projectivized' bundle of pure spinors. FM = {(dir?u,dir</») € Q m x T m : 6(w)<I> = 0}. The two natural projections define the double fibration Q,„ <— F„, —> T,„ which underlies the Penrose correspondence (Wells 1979). For in even, FM has two connected components and there are two such double filiations.
 3.1.2 The case, of four dimensions
 Instead of representing VP as P©C2, one uses, in this case, the identification of C(i with A C . Let T be the complex, four-dimensional vector space of Penrose twistors; T is assumed to be endowed with a volume element, e 6 A''T*, £ 0. A frame (ca)<»=i -i '
 n T ¡s said to be unimodular if e = e1 Ae2 Ac3 Ae4, where (ea) is the frame in T*, dual to (e„). From now on, only unimodular frames are used. The six-dimensional vector space IP = A2T has a quadratic form h—the Pfaffian defined by r,wAw -- h(xv)e\ Ae^Ae-s Ae..\. The volume element defines also the Hodge map * : AT —» AT", such that *(1AT) = If w = wa))ea Aep, then = }; + wape
 a A <>P, where *w\2 = w3,1, etc. If w £ W is considered as a linear map T* —> T and *u> as a linear map T — > TP, then
 w o *w = — li(w)U\r and * w o w = — /i(tu)idx-. (3-3)
 In the notation with indices, these equations read wny * iop — —¿0(w)l2tu -(-wi:iw'vi -I- ID1'1!//-'5). The Klein quadric is Q.i = {dirw : w € IF, w -/- 0, in Aw = 0}.
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 By (3.3), the linear map IK • End(T(l)T) given by
 *u; 0
 0 w (3,1)
 has the Clifford property and yields a faithful and irreducible representation of CI (k) = Cl(i in T©T*. With respect to this representation, the elements of T and T' are Weyl spinors of opposite chirality; using the notation of §3.1.1 one can put Tj = P(TT) and TJ = P(T). The projective twistor dir</>, 0 / '/' 6 T, is identified with the mhi 3-space {w G W : w A <I> = 0}; this space projects to a totally null, geodesic, self-dual 2-dimensional submanifold of Q.|: a(<I>) = {dir(</> A <F) : </>' G T, </' A <[>' j-- 0}. As a complex manifold, a('I>) is CP2- If </>,'/'' G T and <I> A <I>' 0, then dir(</> A <]>') G Q.i is the intersection of «(</>) and a(<!>'). Similarly, if >P G T, 0, then there is the submanifold of Q.,: /?(!?) = {dir(<Z> A <I>') : <I\G T, $ A if»' ± 0, tf>) = {<[>', V) = ()}. The submanifolds a('I>) and intersect along a null geodesic ilf {'/>, <I') = 0; as a complex manifold, such a null geodesic is CP); two distinct points dirui, dir w' G Q.i lie on such a null geodesic iff w A w' = 0; see §9.3 in (Penrose and Rindler 19SG) and (Penrose 1996).
 The group Spin(/i) = Spin(; is isomorphic to SL.j = SL(T) embedded in CI(li)
 where A' G SL(T') is the transpose of A G SL(T). The element A acts in W by sending w to Aw A*, as may be checked from (3.4), (3.5) and the equation *(AwA') = (det, /!)(/!*-1 *«vl"') valid for every w G W and A G GL(T). A frame (ea) in T can be used to construct a 'null frame' («'<J)a=o,i,...,4,0o in W by putting (say): u>0 = e;t A a,,, IOI = e\ A c3, w2 = c\ Ae.j, w3 = (',•> A , w4 = e2 Ar.i and Woo = f-i Ae2. For 2 - (z
 1') G C, put w(z) = w0 + z''w,, + (z^z^ - Z2Z3)woa\ then for every 2 one has w(z) 0 and w(z) A w(z) = 0; the map 2 > clir u>(z) is a conformal embedding of V -- C'1 in Q4. Put S = span{ei,e2) and S' = span{C3, e.i}; the direction of wx (equivalent!}': the plane S) is preserved by the subgroup
 of SL , so that Cpin.j is isomorphic to {(«,'') G GL2 x GL2 : detadetò = 1}.
 3.2 The reni case Assume now K = IR and let. (A;,/), k -I- l = in, be the signature of g. The real quadric is diffeomoi'i)liic to (Sjt x §/)/Z2. In particular, Q/t.o = a proper real quadric, i.e. one with kl •/- 0, is orientable iff k + I is even (Cahen et. al.
 (3.5)
 : a G GL(6'), b G GL(ó"), detadetò = 1 and t' G Hom(.S",6')}
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 1993). AH essential difference between the complex and the real ease is that, in the latter, the conformal structure on the qnadric is generated by a pseudo-Riemannian metric. One can consider spin or pin structures corresponding to such a metric. (S)pin structures on real quadrics have been determined and a method for finding the spectrum of the Dirac operator given in (Cahen et al. 1995). There is neither room nor need to describe here the construction of the twistor spaces associated wit h the real quadrics. The most important case of Q i 3 is fully treated in the works of Penrose and his school. Instead. I describe here the real twistors on Q|,2 that could have been discovered by Euclid, had lie followed the 'spinorial method' of solving the Pythagorean equation, out lined in §2-
 3.2.1 Real twistors on Q 1,2
 Let A,/£ £ R and let v be as in (2.3). The matrix A', given by (3.1), can be now considered as an endomorphism of U, a four-dimensional vector space of real twistors. The antisymmetric matrix
 is a symplectic 2-form on U and s = ¿u A u is the corresponding volume 4-form. It follows from A" = u¡ o A' ou"1 that the map A' OOJ-1 : U* —• II is antisymmetric. Since X2 = (x2 + y2 - z2 + A/t)idu, if the vector (x, y, z, A, /t) G 1R(> is null, then the bivector X ow"1 is of rank < 2 and there are twistors </','/' € U such that X = <[> A 'P. Moreover, trAT = 0 implies u>(<P,\P) - 0. Conversely, given a four-dimensional real symplectic space (U,w), the vector space W = {w € A2U : tr(ioow) 0} is fivtvdimensional and the restriction of the Pfafiian to IP is a quadratic form of signature (2,3). Therefore, the qnadric Q 1,2 can be identified with the set of null directions in IP, or, equivalently, wit h the set of lagrangian planes in U. A real twistor <I> € iJ defines the null geodesic 7 (</>) = {dir('/>A ) u;('7>, *P) = 0} on Qi,* If <I> A«f/ f 0 and a>{<[>, <I') = 0, then 7(</>) n = dír(</> A Í'). Two distinct points of Qi.2 lie on one null geodesic ilf the corresponding lagrangian planes intersect along a line. For the material of this paragraph, see Note 1 to Chapter G in (Woodhou.se 1980) and §7.2 in (Penrose and Rindler 1986).
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 Bibliography Cahen, M., Gutt, S., and Trautman, A. (1993). Spin structures on real pro-jective quadrics. ./. Geom. Rhys., 10, 127 154.

Page 433
                        
                        

Pythagorean Spinors ami I'cnwse I'in shirs
 Calion, M., Guff, S., ami 'lYautinan, A. (1995). Pin structures and the modi-fied Dime operator. ./. Grow. Pli.ys., 17, 283 297. Friedrich, II. (1!)77). Twistor connection and normal conformal Cartan con-nection, Gen. Rel. Grav., 8, 303-312. Kobayashi, S. and Ochiai, T. (1982). Holomorphic structures modeled after hyperquadrics, Tohoku Math. J., 34, 587 G29. Manin, Yu. I. (1981). Gauge fields and holomorphic geometry (in Russian), Current Problems in Mathematics, 17, 3 55, Akad. Nauk USSR, Moscow. Mason, L..7., Hughst.on, L.P., and Kobak. P.Z. (eds). (1995). Further Advances in Twistor Theory: Volume II. (Pitman Research Notes in Mathematics Series 232). Longman and Wiley, Harlow and New York. Penrose, R. (19G7). Twistor algebra. ./. Math. Phys., 8, 345-3GG. Penrose, R. (1996). Incidence between complex null rays. Twistor Nciusletter, 41, 1 5. Penrose, R. and R.indler, W. (1986). Spinors and Space-Time. vol. 2: Spinor and '1'wistor Methods in Space-Time Geometry. Cambridge University Press, Cambridge. Robinson, I. and lYautman, A. (1993). The conformal geometry of complex quadrics and the fractional-linear form of Mobius transformations. ./. Math. Phys., 34, 5391 5406. Sierpinski, W. (1987). Elementary Theory of Numbers. PWN and North-Hollarid, Wars/.awa and Amsterdam. Trautman, A. (1993). Geometric aspects of spinors. In Proceedings of the. Third International Conference on Clifford Algebras and their Applications in Math-ematical Physics, ed. R. Delanghe, F. Brackx and II. Sorras Kluwer, Dordrecht. Ward, M.S. (1996). Twistors, geometry and integrable systems, chapter G in this volume. Wells, R.O. Jr (1979). Complex manifolds and mathematical physics. Bull. (N. S.) Amer. Math, Soc.., 1. 296-336. Woodhouse, N. (1980). Geometric Quantization. Clarendon Press, Oxford.

Page 434
                        
                        

PART VI
 Afterword

Page 435
                        
                        


Page 436
                        
                        

Roger Penrose Mathematical Institute
 2/t~29 St. Giles, Oxford OXl 3LB
 Afterword 32
 1 Geometry, and the roots and aims of twistor theory Geometry, in its various forms, lias always been one of my greatest delights- and even obsessions. In addition to the intrinsic beauty of the subject, there is the fact that geometry can also shod profound light on the deepest issues of science and philosophy—a wondrous fact that is indeed one of Nature's miracles. One such a miracle was Einstein's general relativity. But quantum theory, also, can in many respects be vastly illuminated by the geometrical perspective.
 The prospect of a new kind of geometry for physics, namely twistor theory, which attempts to unite space-time structure with quantum mechanical princi-ples, has indeed become one of my obsessions. It is something to which I have now devoted over thirty-three of my years which is more than half my life. This subject has provided me with great satisfaction, but also much frustration. In some respects it. has developed in ways that. I had vaguely ant icipated, but it has also moved in directions that I had not expected at all. Among the things that I had not fully expected about twistor theory was the mathematical difficulty of the subject, as it was to develop. Another was the slowness of its maturing into a serious physical theory. It has not yet. really done so even after all these years, despite impressive and determined efforts by a number of different researchers. But. equally, I had little inkling of the vast array of purely mathematical uses to which twistor theory and its numerous variants might, be put. A number of elegant articles in this book amply illustrate the scope of the mathematical applications of twistor theory and of twistor- related ideas.
 Whilst general relativity has been my main professional concern, whether ad-dressed within the framework of twistor theory or by more conventional means, quantum theory also has long held a particular fascination for me. Not. only does quantum mechanics have some striking geometrical manifestations, but its descriptions of the world also reveal a wealth of deep underlying mysteries even bordering on paradox. 1 have long held the view that not all the seeming paradoxes of quantum theory can simply be argued away in accordance with a belief that they arise merely from an inadequate human understanding of the im-plications of the theory's mathematical formalism. Instead, at. some level, there
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 must, be a deviation from purely unitary evolution, so that state vector reduction can become a real phenomenon. Accordingly, I believe that a major revolution in our physical theory must be waiting in the wings. Moreover, because of the (mysterious) non-local nature of quantum entanglement (EPR effects), whatever the nature of this revolution might, be, the final theory that emerges must have a fundamentally non-local character. The desire for such a non-local scheme was one of the important motivations behind t he original formulation of twistor theory.
 Among the other inputs into twistor theory coining from quantum mechan-ics is spin and its mathematical representation in terms of spinors. Indeed, the geometry and algebra of 2-spinors, and their relation to the intrinsic struc-ture of space-time light cones (most specifically, the holomorphic geometry of the celestial sphere), have been particularly influential for me. These ingredi-ents, taken in conjunction with the basic role of complex numbers and complex analysis in quantum theory, provided additional important initial motivations behind twistor theory. Spin networks, themselves partly motivated by the EPR. phenomenon, also had a significant early influence, and it is noteworthy that spin-networks (and their cy-deformed variants) have acquired a renewed inter-est in relation to quantum gravity. Other motivations came explicitly from the role of complex functions in general relat ivity. Twistor theory is indeed funda-mentally complex and spinorial; moreover it- provides a non-local description of space-time.
 It is still not completely clear what is the relationship between twistor non-locality and the specific non-locality of quantum entanglement. However, a clue is undoubtedly to be found in the non-local effects that arc; described (in the weak field limit) by the use of sheaf cohomology, this being the means whereby twistor theory describes (linear) massless fields. Moreover, the known non-linear versions of these cohomological descriptions namely the 'non-linear (leg break) graviton construction', to describe anti self dual vacuum space-times, and the Ward construction, to describe anti-self-dual gauge fields are also fundamen-tally non-local. The (local) informat ion of the space-time fields is stored in global structure in the twistor picture. There is no local information in twistor space to specify what specific space time field is being referred to. 2 Towards a twistor description of Einsteinian physics It has been clear to me for some time that in order for t wistor theory to make major progress towards becoming a genuine physical theory, it is necessary that general relativity proper (in respect of the vacuum equations at least) be brought within the theory's compass. Thus, not only the (anti )self dual field, but the properly combined self dual and anti self dual parts of the full Einstein field must have a natural twistor (and not merely an 'ambitwistor') interpretation. There now is a reasonably clear programme for a full twistor description of Einstein vacuum fields, although definitive results are not yet to hand. This programme is based 011 the following two facts:
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 (a) the Einstein vacuum »-«¡imt ions const it ut.c the consistency condition for the equations of a massless field of helicity (expressed in terms of a potential);
 (b) in Minkowski space M, t lie space of charges for inasslcss fields of helicity is twistor space T.
 Thus, the notion of a tnassless field of helicity | mediates between the Einstein vacuum equations (i.e., the condition of Ricci flatness in four dimensions) and the concept of twistor space.
 This basic programme for finding a twistorial formulation of the Einstein vacuum equations takes the following overall form. For a given vacuum space-fill«; M, we study the massless fields, of helicity ij, defined within (but not necessarily globally within) M. We then try to find the relevant notion of 'charge' for the fields of helicity in the background of JVf. the twistor space 'J for M being the space of such charges. This space 'J is to be 'curved' in some appropriate way that encodes the geometrical structure of M. The hope would be that the structure of T that arises can be given in terms of free functions (as is the case with the specific non-linear graviton and Ward constructions referred to above) and that this structure indeed determines the geometry of M, as required. For this, some twistorial notion of 'space time point' is needed which generalizes the holomorphic curves (Riemann spheres) of the above non-linear graviton construction.
 As a half-way stage towards understanding the structure of 'J. the gravi-tational googly problem must, it seems, be solved. This problem is to find a twistor construction for the self dual (;us opposed t.o anti sell' dual) solutions of the Einstein vacuum equations (or Yang Mills equations, in the case of the googly problem for gauge fields). Having the standard non-linear graviton construction for anii-self-dual Einstein Holds, it would be a triviality (a mere redefinition of terms) to find a construction for self-dual Einstein fields in terms of a deformed dual twistor space; what is required, instead, is a construction for self dual Ein-stein fields in terms of twistor space. The 'googly' terminology is borrowed from the game of cricket; a googly is a cricket ball bowled with a right handed helic-ity, but by means of a bowling action which appears to be that which normally imparts a /e/t-handed helicity—called a leg break. In the conventional descrip-tion of gravitons as solutions of the linear spin 2 massless equations, left handed gravitons (helicity -2) would indeed be described by (positive-frequency) anti-self-dual fields and right-handed ones (helicity -(-2) by self-dual fields, so the terminology is apposite. In accordance wit h this, I shall henceforth refer to the original non-linear graviton construction (in terms of twistor, rather than dual twistor space) as tin; leg break graviton. For tlx» opposite helicity +2 (again in terms of twistor space), we require a corresponding googly graviton construction.
 To get, some more understanding of what is involved here, we recall how linear massless fields of spin 2 are described in twistor terms. The left handed fields are obtained from twistor functions (representatives of first cohoinology) which are homogeneous of degree +2, and it is not. hard to see how to provide an
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 infinitesimal leg break deformation of (an appropriate region of) twistor space by use of such a twistor function. The right handed fields, on t he other hand, are obtained from twistor functions homogeneous of degree -6, and it has always seemed to be a considerable puzzle how such funct ions might effect a deformation of some appropriate kind.
 The most promising role for such -6 functions arises in connection with the blovm-up t wistor space. In the flat case, the blown-up space T^ is obtained from the ordinary twistor space T, in terms of standard spinor parts Za = (u>A.Tr,\-), by
 (UJA , 7lA' ) >-> (u/7rW',7r,t<7TW'). In terms of projective twistor space FIT, the line PI. which represents infinity for Minkowski space M, is replaced by a quadric PI'" in PT#. If a sequence of points Pi,P2,P3,... in 1FT — PI approaches a point p 6 PI, where all the points p, lie in a particular plane W through PI, then, in PTT , the points p, reach a point pw of PI'' which depends on the choice of W. If p is held fixed on PI, but the plane W varies, then the corresponding points pw sweep out a generator (determined by p) of the quadric Pi". If, on the other hand, the plane W through PI is held fixed but the point p on PI varies, then the points pw sweep out a generator of the opposite system 011 PI''' determined by (and determining) W.
 This picture is not sufficient for our purposes, however. We require, also, the non-projective space . For example, if the twistors
 {fnA,A27t,i<), for A = Aj, A 2, A3,.. .
 represent the points P1.P2.P3..-- in PTT, respectively, then the limit point p € PI, attained as A -> 0, is given by the point (Wl,0) of T. But. if we take the scalings for the twistors in the form
 (A-V\A7r„.), then in the limit. A — 0. we obtain a well defined point pw S PI# given by the point (u}An,r,0) of T#. Note that whereas iu the case ol'PT . the quadric PI# simply rr.placc.s the line PI (their neighbourhoods in PT - PI being identical), in the non-projective case, I'' and I arc attached to T — I at two quite different places (so t hat there would be 110 loss of Hausdorffness if both were to be attached together).
 We now examine the behaviour of t he 1-form 6 and 3-form 0, given by
 f) = fA'B\tVd-KB,, 0 = lea(,ySZadZ0 A dZ'< A dZ\ G which satisfy
 6 A 0 = 0 .
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 mid find Unit f> nild 0 have, respectively, a simple zero and a simple pole at I''. I lonce, t he object
 r = 6 0 0
 extends smoothly to A differential operator D exists which acts on quant ities of this kind and is invariant under the rescalings f> •-> u6, 0 •-» i/~]0. This is defined by
 D ( a 0 ft) = do 0 ft - a 0 dft,
 a being a 1-fortn and ft a 3-form subject to a A ft = 0, and where t he bilinear operation '0' defines a product between 2-fonns and 3-forms according to
 (dp A d<i) 0 ft = dp 0 (dq A ft) - dq 0 (dp A ft).
 The significance of this is that the kernel of the operator D consists of expressions of the form /IT, where the twistor function f(Zn) has homogeneity degree G in Zn. Thus, we can think of our required gooyly deformations of T# as being in some sense generated by quantities which are locally like some multiple of DII\ but which are not globally of this form.
 The blown-up space IPT* and its non-projeetive version T^ have direct rele-vance to the asymptotic structure of Minkowski space M. Applying a conformal rescaling to the Lorentzian metric of M, we can smoothly adjoin a (null) hyper-surface boundary 3 to M. The coniplexificat.ion CD of 3 contains null geodesies of t hree kinds: there arect-lines, lying in /3-planes but not a-planes within CT; there ar<; ft-lines, lying in ft-planes but not /3-planes within C3: finally, there are the generators of CT, lying both in <v-planas and /3-planes in CD. The points of correspond precisely to the «-lines together with the generators, the generators themselves being represented by the points of IP I .
 Under appropriate circumstances, an asymptotically flat, curved space-time At has a complexified null infinity of a very similar nature, and the complex man-ifold representing the a-lines is essentially a leg break graviton 7, as described above. The googly problem then takes the following form: how do we code the information contained in the location of the ¿3-1 ilies in the way that I# is attached to T? At the time of writing, it appears that this information can be coded in roughly the way indicated above, in terms of locally defined 1-forms 0 3-forms, with a structure resembling that of IT. According to this proposal, the conformal factor which is needed in order to make (null) infinity into a finite hypersurface 1) splits into two complex factors Si and one of which rescales tAn and the other rescales ca-b''
 (ah >-* QCAB, (A'11' *-*
 where the metric rescales according to
 g„b ^ ililgab-
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 In the real case, we have il -- 52, but for a complex space- time we can have SI and i) «as independent quantities. To accompany these rescalings is a torsion, which takes the form of t he dual of the 1-form i <7 [log(fi/i2)]. The idea is to use a patchwork of repealing (and consequent) torsion to encode the information of the lines. The reseating also alfects the quantity IT, thereby relating all this to the earlier discussion.
 The next part of the googly problem would be to find a notion of 'space-time point' which is, in the appropriate sense 'dual' to that which is used in the leg break construction. The essential clue to this lies in the nature of the Poincare invariant exact sequence for flat, twistor space
 0 § -» T -> I " -> 0.
 Here, S stands for spin space (the space of uA) and S stands for the conjugate filial spin space (the space of nyy). The two middle maps are given, respectively, by
 u)A h-> (w^O) and (w/l,nA>) >-* nA>. A space time point x can be interpreted as a 'splitting' of the sequence, according to which we have a map in the opposite direction from each of these two, given, respectively, by
 ( u / \ f l > ) >- - ixAA nA> and irA> >-> [ixAA'nA>,nA>).
 In the leg-break construction, we have a deformed twistor space 'J taking the place of T, and the projection T —> § — {0} takes the place of the canonical map T -> § . In this construction, the 'space t ime points' arise as cross-sections of the Hbration 'J -» S — {0}, generalizing the map irA' >-> (ix/,/l TiA',nA>), described above. For the googly construction, we require a deformed version § — {0} —» T of the injection § —• T, where the (singular) way in which § is attached to 7 is to characterize the required reverse maps that correspondingly generalize (<jjA, 7r,\') >-» uja — ix'1'1 irA'. The specific mode of attachment of § to J is to be determined by the "googly" information that is given on the 'blown-up' space 7* as indicated above, the specific singularity at S — {0} (c 'T) that corresponds to this googly information being obtained when various 'blow-downs', applied to 'JM, are compared. This supplies a notion of 'co-patching' that appears to dualize the normal patching of the leg break manifold M.
 There is a formal procedure which, in principle, gives rise to this required 'dualization' of the leg-break construction. We imagine proceeding in the fol-lowing way. First of all we 'cheat' by simply taking the complex conjugate Za of each twistor quantity Z". This converts a left-handed field, such as a leg-break graviton, into a right-handed one. However, holomorphicity has been lost because of the appearance of complex conjugate quantities. To remedy this, we 'uncheat' by applying the twistor quantization rule whereby each occurrence of Z,x is replaced bv the operator —d/dZa, thus restoring holomorphicity. We think of these operators as applying to the appropriate sheaves, finding that this
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 gives us 'dual' operat ions also in the 'logical' sense of t he anvw reversal that is involved in category theory. To illustrate this, consider the example of functions of a single complex variable. If 0 denotes the sheaf of holoinorphic functions on C, we have t he two exact sequences
 O ^ C — O ^ Q — O and
 ()<— C <— 0 — > 0 <— 0 being, in an appropriate sense dual to one another. In the first, case, the 'C' stands for the sheaf of constant, complex functions, and in the second case, it stands for the sheaf of complex functions which are zero except at the origin 0. Thus, there is an 'arrow reversal' accompanying the interchange of z with d/dz. This phenomenon occurs quite generally, and it, relates in a consistent way with the kind of duality that is relevant to twistor theory, as indicated above.
 In principle, this should enable us to provide a direct dualization of the 'patching' that leads to the leg break graviton construction, so that an appro-priate notion of 'co-patching' for the googly graviton can indeed be obtained. However, in practice, this leads to power series in d/c)Z" which may be rather formal, where questions of convergence, etc. present difficult issues of principle. This appears to lead one into the area of pseudo-differential operators rather than geometry, and it is hard to see how to make genuine progress unless a clear-cut geometrical interpretation is presented also. The purpose of the above 'googly geometry' is to present such a geometrical interpretation, but all this is 'work in progress' at the present stage.
 The present status of the twistor description of the (vacuum) Einstein equa-tions is somewhat uncertain, as things stand. It appears to be a genuinely difficult problem, but its solution is perhaps not too enormously far off, in my opinion. I believe, also, that the satisfactory solution of this problem will serve as a springboard for the twistor understanding of a number of other important physical problems. As was the case for the leg break construction, the solution of the Einstein (vacuum) problem led, shortly thereafter, to a corresponding so-lution to the anti-self-dual Yang Mills equations, and it is to be expected that the same ought also to be true in the case of the full Yang-Mills equations. As another point, the role of mass in twistor theory ought, to be substantially illumi-nated when it is fully understood how gravitation proper is given a full twistor interpretation. This should have a significant, impact on the twistor particle programme and on the problems of twistor diagram theory. 3 Further issues of physics and biology It. is to be hoped, also, that some insights will be provided towards an un-derstanding of the very issue for which twistor theory was originally devised, namely the finding of the appropriate union of space time structure with quan-tum mechanics. As was stated above, it is my own strong opinion t hat the very
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 rules of quantum mechanics must become modified in order for this appropriate union to take place, the phenomenon of quantum state-vector reduction being a quantum gravity effect. Dot« twistor theory shed any light on the nature of this phenomenon? It would be hard to maintain that there is anything in our present understanding of the theory which has much of a clear-cut nature to say on this issue. But. the hope would be that when the correct twistor notion of 'space-time point' (at least, in appropriate approximation) is to hand, for which both left handed and right-handed parts of the graviton are accommodated, then some suggestion will be provided as to how the (non-local) 'jumps' which are characteristic of quantum mechanics can come about.
 It is also my opinion that the accommodating of quantum state reduction into a satisfactory fundamental theory will have profound implications in a great many different areas. Unlike the main other suggested applications of quantum gravity (such as the taming or elimination of the space-time singularities at the big bang and in black holes, and in the regularization of infinities in quantum field theory), which refer to circumstances where dimensions of the order of the Planck length (10--U cm) or the Planck time (10 1 :i sec) have relevance, this phenomenon would have implications for many other areas of much more direct relation to 'everyday' experience. A question arises, for example, in connection with crystal growth and quasicrystal growth. Are these things that can be fully understood without the non-local effects of quantum state reduction? When a crystal (or quasicrystal) forms, a solid substance is produced, in which the pat-tern of individual atoms forms a well-defined structure where the positions of the individual constituents are reasonably definite. This substance has formed, however, from a quite different sort of structure—a gas or a liquid—in which the quantum state is a highly entangled one where the individual atoms have no specific locations. To get from the OIK; kind of state to the other, the process of quantum state reduction has to take place. In my view, the standard 'decoher-ence' point of view does not, without further ingredients, provide a satisfactory answer to this problem. Does if have a bearing on the issue of whether there is any significant non-locality in the growth of actual quasicrystals? The problem of what is really going on in quantum state reduction could well have relevance to many different physical processes.
 If this is indeed the case, there must be important relevance to numerous biological processes also. Can one really hope to obtain a proper understanding of the processes that control the behaviour of cells without knowing how to apply quantum mechanics to them in a consistent way? Without a proper objective theory of quantum state reduction, it is hard to see how this can be achieved. If it is true that, quantum state-vector reduction is a gravitational effect, then (at least for the kind of model that I have in mind) it is possible to estimate the level at which spontaneous state reduction will take place, and its associated time scale. This would have particular relevance in those circumstances where the system is able to maintain an internal quantum coherence for a sufficient length of time that environmental decohorence does not mask whatever specific
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 characteristic effects objective reduction (as a gravitational phenomenon) ought to have.
 Are there likely to be biological circumstances in which this is the case? This brings ine to my final topic: the question of whether the phenomenon of con-sciousness is related to the occurrence of such spontaneous objective reduction effects. Does the cytoskeleton, with its system of interconnected microtubules provide a plausible environment, first for quantum computation, and then for quantum coherence, especially within neurons? Could the effects of such objec-tive quantum state reduction influence the strengths of synapses and the con-sequent firing of neurons—in a way which is consistent with what we know of the circumstances in which consciousness arises and with our feelings of 'free will'? It may be that much will be revealed to us concerning these issues in biological studies over the next several years. But without a further revolution in physics itself, 1 do not see the phenomenon of consciousness finding a proper home within our scientific world view. An important question will be whether non-computability will be a feature of this revolution. If the holomorphic notions that are central to twistor theory find themselves to be part of such a revolution, then there must be some fundamental link between the notions of computability and holomorphicity. I am not aware of such a link, but according to the ideas that I am expressing, such a link ought to reveal itself at. some stage.
 It is clear that we are very far from satisfactorily addressing all the difficult issues that I have raised here. Nevertheless, a great deal of remarkable progress hits been made on many of the topics that I have touched upon above. This volume provides excellent accounts of a good many of these relevant advances. I very much welcome and greatly appreciate them all.
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