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1. General Remarks1.1 I am glad to have this opportunity to
address some of the criticisms that have been aimed atarguments in
my book Shadows of the Mind (henceforth Shadows). I hope that in
the following remarksI am able to remove some of the confusions and
misunderstandings that still surround the argumentsthat I tried to
make in that book - and also that we may be able to move forward
from there.

1.2 In the accompanying PSYCHE articles, the great majority of
the commentators' specific criticismshave been concerned with the
purely logical arguments given in Part 1 of Shadows, with
comparativelylittle reference being made to the physical arguments
given in Part 2 - and virtually none at all to thebiological ones.
This is not unreasonable if it is regarded that the entire
rationale for my physicaland biological arguments stands or falls
with my purely logical arguments. Although I do not entirelyagree
with this position - since I believe that there are strong
motivations from other directions for thekinds of physical and
biological action that I have been promoting in Shadows - I am
prepared to goalong with it for the moment. Thus, most of my
remarks here will be concerned with the implications ofGdel's
theorem, and with the claims made by many of my critics that my
arguments do not actuallyestablish that there must be a
noncomputational ingredient in human conscious thinking.

1.3 In replying to these arguments, I should first point out
that, very surprisingly, almost none of thecommentators actually
addresses what I had regarded as the central (new) core argument
against thecomputational modelling of mathematical understanding!
Only Chalmers actually draws attention to it,and comments in detail
on this argument, remarking that "most commentators seem to have
missedit". Chalmers also remarks that "it is unfortunate that this
argument was so deeply buried". Iapologize if this appears to have
been the case; but I am also very puzzled, since its essentials
aresummarized in the final arguments of "Reductio ad absurdum - a
fantasy dialogue", which is the sectionof Shadows (namely Section
3.23) that readers are particularly directed towards. This section
is referredto also by McDermott and by Moravec, but neither of
these commentators actually addresses thiscentral argument
explicitly, and nor do any of the other commentators. This is
particularly surprising inthe case of McCullough, as he is
concerned with some of the subtleties of the logic involved, and
alsoof Feferman, in view of his very carefully considered logical
discussion.

1.4 It would appear, therefore, that I have an easy solution to
the problem of replying to all ninecommentators. All I need do is
show why the ingenious argument put forward by Chalmers
(basedpartly on McCullough's very general considerations) as a
counter to my central argument is in fact(subtly) invalid! However,
I am sure that this mode of procedure would satisfy none of the
othercommentators, and many of them also have interesting other
points to make which need commentingupon. Accordingly, in the
following remarks, I shall attempt to address all the serious
points that theydo bring up. My reply to this main argument of
Chalmers (partly dependent upon that of McCullough)will be given in
Section 3, but it will be helpful first to precede this by
addressing, in Section 2, thesignificant logical points that are
raised by Feferman in his careful commentary.

2. Some Technical Slips in Shadows2.1 Feferman quite correctly
draws attention to some inaccuracies in Shadows with regard to
certainlogical technicalities. The most significant of these (in
fact, the only really significant one for my actualarguments)
concerns a misunderstanding on my part with regard to the assertion
of omega-consistencyof a formal system F, which I had chosen to
denote by the symbols Omega(F), and its relation toGdel's first
incompleteness theorem. (As it happens, two others before Feferman
had also pointed outthis particular error to me.) As Feferman says,
the assertion that some particular formal system
is"omega-consistent" is certainly not of the form of a
PI_1-sentence (i.e. not of the form of an assertion:"such-and-such
a Turing computation never halts" - I call these "P-sentences" from
here on). This muchI should have been (and essentially was) aware
of, despite the fact that in the first two printings of


	
Shadows, p.96 I made the assertion that Omega(F) is a
P-sentence. The fact of the matter was that I hadsomehow
(erroneously) picked up the belief that the statement that Gdel
originally exhibited in hisfamous first incompleteness theorem was
equivalent to the omega-consistency of the formal system
inquestion, not that it merely followed from this
omega-consistency. Accordingly, I had imagined that forsome
technical reason I did not know of, this omega-consistency must
actually be equivalent (forsufficiently extensive systems F) to the
particular assertion "C_k(k)" that I had exhibited in Section
2.5,when the rules of the formal system F are translated into the
algorithm A. Accordingly, I hadmistakenly believed that Omega(F)
must, for some subtle reason (unknown to me), be equivalent to
theP-sentence C_k(k) (at least for sufficiently extensive systems
F).

2.2 This error affects none of the essential arguments of the
book but it is unfortunate that in variousparts of Chapter 3, and
most particularly in the "fantasy dialogue" in Section 3.23, the
notation "Omega(F)" is used in circumstances where I had intended
this to stand for the actual P-sentence C_k(k). Inlater printings
of Shadows, this error has been corrected: I use the Gdel sentence
G(F) (which assertsthe consistency of F and is a P-sentence) in
place of Omega(F). It is in any case much more appropriateto use
G(F) in the arguments of Chapter 3, rather than Omega(F), and I
agree with Feferman that theintroduction of "Omega(F)" was
essentially a red herring. In fact, the presentation in Shadows
wouldhave usefully simplified if omega-consistency had not even
been mentioned.

2.3 The next most significant point of inaccuracy - or rather
imprecision - in Shadows that Fefermanbrings up is that there is a
discrepancy between different notions of the term "sound" that I
allude to indifferent parts of the book. (This is actually quite an
important issue, in relation to some of thediscussion to follow,
and I shall need to return to it later in Section 3.) His point is,
essentially, that insome places I need make use of the soundness of
a formal system only in the limited sense of itscapacity to assert
the truth of certain P-sentences, whereas in other places I am
actually referring tosoundness in a more comprehensive sense, where
it applies to other types of assertion as well. I agreethat I
should have been more careful about such distinctions. In fact, it
is the weaker notion ofsoundness that would be sufficient for all
the "Gdelian" arguments that I actually use in Part 1 ofShadows,
though for some of the more philosophical discussions, I had in
mind soundness in a strongersense. (This stronger sense is not
needed on pp. 90-92 if omega-consistency is dropped; nor is it
neededon p.112, the weaker notion of soundness now being equivalent
to consistency.)

2.4 Basically, I am happy to agree with all the technical
criticisms and corrections that Feferman refersto in his section
discussing my treatment of the logical facts". (I should attempt a
point of clarificationconcerning his puzzlement as to why I should
make the "strange" and "trivial" assertions he refers to onp.112.
No doubt I expressed myself badly. The point that I was attempting
to make concerned the issueof the relationship between the formal
string of symbols that constitute "G(F)" and "Omega(F)" and
theactual meanings that these strings are supposed to represent. I
was merely trying to argue that meaningsare essential - a point
with which Feferman strongly concurs, in his commentary.) It should
be madeclear that none of these corrections affects the arguments
of Chapter 3 in any way (so long as Omega(F)is replaced by G(F)
throughout), as Feferman himself appears to affirm in his last
paragraph of theaforementioned section.

2.5 I find it unfortunate, however, that he does not offer any
critique of the arguments of Chapter 3. Iwould have found it very
valuable to have had the comments of a first-rate logician such as
himself onsome of the specifics of the discussions in Chapter 3.
Feferman seems to be led to having some uneaseabout the arguments
presented there, not because of specific errors that he has
detected, but merelybecause my "slapdash scholarship" may be
"stretched perilously thin in areas different from [my]
ownexpertise". A related point is made by McCarthy, McDermott and
Baars in connection with myevidently inadequate referencing of the
literature on AI, and on other theories that relate
toconsciousness, either in its computational, biological, or
psychological respects.


	
2.6 I think that a few words of explanation, from my own vantage
point, are necessary here. An abilityto search thoroughly through
the literature has never been one of my strong points, even in my
ownsubject (whatever that might be!). My method of working has
tended to be that I would gather some keypoints from the work of
others and then spend most of my time working entirely on my own.
Only at amuch later stage would I return to the literature to see
how my evolved views might relate to those ofothers, and in what
respects I had been anticipated or perhaps contradicted. Inevitably
I shall missthings and get some things wrong. The most likely
source of error tends to be with second-handinformation, where I
might misunderstand what someone else tells me when reporting on
the work of athird person. Gradually these things sort themselves
out, but it takes time.

2.7 My reason for mentioning this is to emphasize that errors of
the nature of those pointed out byFeferman are concerned
essentially with this link of communication with the outside
(scientific,philosophical, mathematical, etc.) world, and not with
the internal reasonings that constitute theessential Gdelian
arguments of Shadows. Most specifically, the main parts of Chapter
3 (particularly3.2, 3.3 and 3.5-3.24) are entirely arguments that I
thought through on my own, and are thereforeindependent of however
"slapdash" my scholarship might happen to be! I trust that these
arguments willbe judged entirely on their intrinsic merits.

3. The Central New Argument of Shadows3.1 Chalmers provides a
succinct summary of the central new argument that I presented in
Shadows(Section 3.16, and also 3.23 and 3.24 - but recall that my
Omega(F) should be replaced by G(F)throughout Section 3.16 and
3.23). Let me repeat the essentials of Chalmers's presentation here
- butwith one important distinction, the significance of which I
shall explain in a moment.

3.2 We try to suppose that the totality of methods of
(unassailable) mathematical reasoning that are inprinciple humanly
accessible can be encapsulated in some (not necessarily
computational) sound formalsystem F. A human mathematician, if
presented with F, could argue as follows (bearing in mind that
thephrase "I am F" is merely a shorthand for "F encapsulates all
the humanly accessible methods ofmathematical proof"):

(A) "Though I don't know that I necessarily am F, I conclude
that if I were, then the system F wouldhave to be sound and, more
to the point, F' would have to be sound, where F' is F supplemented
by thefurther assertion "I am F". I perceive that it follows from
the assumption that I am F that the Gdelstatement G(F') would have
to be true and, furthermore, that it would not be a consequence of
F'. But Ihave just perceived that "if I happened to be F, then
G(F') would have to be true", and perceptions ofthis nature would
be precisely what F' is supposed to achieve. Since I am therefore
capable ofperceiving something beyond the powers of F', I deduce
that, I cannot be F after all. Moreover, thisapplies to any other
(Gdelizable) system, in place of F."

3.3 (Of course, one might worry about how an assertion like "I
am F" might be made use of in a logicalformal system. In effect,
this is discussed with some care in Shadows, Sections 3.16 and
3.24, inrelation to the Sections leading up to 3.16, although the
mode of presentation there is somewhatdifferent from that given
above, and less succinct.)

3.4 The essential distinction between the above presentation and
that of Chalmers is that he makes use(in the first (2) of his
Section 2) of the stronger conditional assumption "I know that I am
F", rather thanmerely "I am F", the latter being all that I need
for the above. Thus, if we accept the validity of theabove
argument, the conclusion is considerably stronger than the "strong"
conclusion that Chalmersdraws ("threatening to the prospects of
AI") to the effect that it "would rule out even the possibility
that


	
we could empirically discover that we were identical to some
system F".

3.5 In fact, it was this stronger version (A) that I presented
in Shadows, from which we would concludethat we cannot be identical
to any knowable (Gdelizable) system F whatever, whether we
mightempirically come to believe in it or not! I am sure that this
stronger conclusion would provide an evengreater motivation for
people (whether AI supporters or not) to find a flaw in the
argument. So let meaddress the particular objection that Chalmers
(and, in effect, also McCullough) raises against it.

3.6 The problem, according to Chalmers, is that it is
contradictory to "know that we are sound".Accordingly, he argues,
it would be invalid to deduce the soundness of F, let alone that of
F', from theassumption "I am F". On the face of it, to a
mathematician, this seems an unlikely let-out, since in allthe
above discussions we are referring simply to the notion of
mathematical proof. Moreover, the "I" inthe above discussion refers
to an idealized human mathematician. (The problems that this notion
raises,such as those referred to by McDermott, are not my concern
at the moment. I shall return to suchmatters later; cf. Section 6.)
Suppose that F indeed represents the totality of the procedures
ofmathematical proof that are in principle humanly accessible.
Suppose, also, that we happen to comeacross F and actually
entertain this possibility that we might "be" F, in this sense
(without actuallyknowing, for sure, whether or not we are indeed
F). Then, under the assumption that it is F thatencapsulates all
the procedures of valid mathematical proof, we must surely conclude
that F is sound.The whole point of the procedures of mathematical
proof is that they instil belief. And the whole pointof the Gdel
argument, as I have been employing it, is that a belief in the
conclusions that can beobtained using some system H entails, also,
a belief in the soundness and consistency of that system,together
with a belief (for a Gdelizable H) that this consistency cannot be
derived using H alone.

3.7 This notwithstanding, Chalmers and McCullough argue for an
inconsistency of the very notion of a"belief system" (which, as I
have pointed out above, simply means a system of procedures
formathematical proof) which can believe in itself (which means
that mathematicians actually trust theirproof procedures). In fact,
this conclusion of inconsistency is far too drastic, as I shall
show in amoment. The key issue is not that belief systems are
inconsistent, or incapable of trusting themselves,but that they
must be restricted as to what kind of assertion they are competent
to address.

3.8 To show that "a belief system which believes in itself" need
not be inconsistent, consider thefollowing. We shall be concerned
just with P-sentences (which, we recall, are assertions that
specifiedTuring machine actions do not halt). The belief system B,
in question, is simply the one which"believes" (and is prepared to
assert as "unassailably perceived") a P-sentence S if and only if
Shappens to be true. B is not allowed to "output" anything other
than a decision as to whether or not asuggested P-sentence is true
or false - or else it may prattle on, as is its whim, generating
P-sentencestogether with their correct truth values. However, as
part of its internal musings, it is allowed tocontemplate other
kinds of thing, such as the fact that it does, indeed, produce only
truths in itsdecisions about P-sentences. Of course, B is not a
computational system - it is a Turing oracle system,as far as its
output is concerned - but that should not matter to the argument.
Is there anything wrong inB "believing in the soundness of B"?
Nothing whatever, if we interpret this in the right way.
Theimportant thing is that B is allowed only to make assertions
about P-sentences. It can use whateverprocedures it likes in its
internal musings, but all its outputs must be assertions as to the
validity ofparticular P-sentences. If we apply the diagonal
procedure that Chalmers and McCullough refer to, thenwe get
something which is not a P-sentence, and is accordingly not allowed
to be part of this beliefsystem's output.

3.9 It may be felt that this is a pretty limited kind of "belief
system", where it can make assertions onlyabout the truth or
falsity of P-sentences. Perhaps it is limited; but it is precisely
a belief system of thisvery kind that comes into the arguments of
Chapter 3 of Shadows. In that discussion, I was careful, in


	
the key Section 3.16 of Shadows, to limit the mathematical
assertions under consideration to P-sentences. This avoids many
difficult issues that can arise without such restrictions. However,
therobots described in that section are allowed to think in very
general terms - as human mathematiciansmay do - about
non-computable systems and uncountable cardinals, etc.
Nevertheless, the *-assertionsunder consideration must always be
P-sentences, and it is only in relation to such sentences (as
outputs)that the formal systems Q(M) and Q_M(M) are constructed. In
this circumstance the argument serves toshow that the robots'
"belief system" cannot, after all, be a computational one, provided
that it is broadenough to encompass Gdelian reasoning - which is a
contradiction with the notion of "robot" that wasbeing used.

3.10 This is not to say that the diagonalization procedure that
McCullough and Chalmers refer to needapply only to computational
belief systems F. As they both argue (particularly McCullough),
there is norequirement that F be computational in their
discussions. Indeed, in Section 7.9 of Shadows (which is inPart 2,
so it is easy to miss, if one is concerned only with the logical
arguments of that book - andneither McCullough nor Chalmers
actually mention it), I explicitly referred to the fact that the
Gdel-type diagonalization arguments of Part 1 will apply much more
generally than merely to computationalsystems. For example, if
Turing's oracle-computation notions are adopted, then the
diagonalizationprocedures are quite straight-forward. However, in
any specific application, it is necessary to restrict theclass of
sentences to which the notion of "unassailable belief" can be
applied. If we do not do this, wecan land in paradox, which is
exactlythe situation that McCullough and Chalmers find themselves
in.

3.11 Indeed, McCullough actually carries through such
paradoxical reasoning in his Section 2.1,seeming to be presenting
this parody of my own reasoning as though it were actually my
ownreasoning. This is beneath his usual standards. It would have
been more helpful if he had addressed thearguments as I actually
presented them.

3.12 Returning to the argument (A), we now see how to avoid the
inherent difficulties that occur with abelief system with an
unrestricted domain. A sufficient thing to do is to make sure that
the word"sound" is interpreted in the restricted sense which
applies only to P-sentences - as was indeed done inShadows, Section
3.16. (Recall the discussion of Section 2, above, in which Feferman
draws attentionto possible differences of interpretation of that
word.) This provides the needed argument againstcomputationalism,
and it is not subject to the objection brought forward by Chalmers
in his discussionof my "second argument" in his Section 2.

3.13 Of course, as in Section 7.9 of Shadows and as in
McCullough's discussion, it is possible to repeatthis argument at a
higher level. Rather than restricting attention to P-sentences
(that is, PI_1 sentences),we could use PI_2-sentences, say (cf.
Feferman's commentary). The diagonal process can be applied,but it
does not yield a PI_2-sentence, so contradiction (of the
Chalmers/McCullough type - to a self-believing belief system) is
again avoided. The same argument applies to higher-order
sentences.However, it is important to put some restriction on the
type of sentence to which the belief system isapplied. This kind of
thing is very familiar in mathematical logic. One may reason about
sets, and aboutsets of sets, and sets of sets of sets, etc., but
one cannot reliably reason about the set of all sets. Thatleads
immediately to a contradiction, as Cantor and Russell pointed out
long ago. Likewise, a self-believing belief system cannot
consistently operate if it is allowed to apply itself to
unrestrictedmathematical systems. In Section 3.24 of Shadows, I
tried to explore the tantalizing closeness that myGdelian reasoning
of Section 3.16 seemed at first to have with the Russell-type
reasoning that leads toparadox. My conclusion was that the argument
of Section 3.16, as I presented it, was not actually of thesame
nature at all, since the domain of consideration (P-sentences) was
indeed sufficiently restricted. Iam well aware that the argument
can be taken much further than this, and it would be interesting
toknow how far. Moreover, it would be interesting to have a
professional logician's commentary on allthese lines of
thinking.


	
4. The "Bare" Gdelian Case4.1 Although I have concentrated, in
the previous section, on what I have referred to as the "central
newargument" of Shadows, I do not regard that as the "real" Gdelian
reason for disbelieving thatcomputationalism could ever provide an
explanation for the mind - or even for the behaviour of aconscious
brain.

4.2 Perhaps a little bit of personal history on this point would
not be amiss. I first heard about thedetails of Gdel's theorem as
part of a course on mathematical logic (from which I also learned
aboutTuring machines) given by the Cambridge logician Steen. As far
as I can recall, I was in my first year asa graduate student
(studying algebraic geometry) at Cambridge University in 1952/53,
and was merelysitting in on the course as a matter of general
education (as I did with courses in quantum mechanics byDirac and
general relativity by Bondi). I had vaguely heard of Gdel's theorem
prior to that time, andhad been a little unsettled by my
impressions of it. My viewpoint before that would probably have
beenrather close to what we now call "strong AI". However, I had
been disturbed by the possibility thatthere might be true
mathematical propositions that were in principle inaccessible to
human reason.Upon learning the true form of Gdel's theorem (in the
way that Steen presented it), I was enormouslygratified to hear
that it asserted no such thing; for it established, instead, that
the powers of humanreason could not be limited to any accepted
preassigned system of formalized rules. What Gdelshowed was how to
transcend any such system of rules, so long as those rules could
themselves betrusted.

4.3 In addition to that, there was a definite close relationship
between the notion of a formal system andTuring's notion of
effective computability. This was sufficient for me. Clearly, human
thought andhuman understanding must be something beyond
computation. Nevertheless, I remained a strongbeliever in
scientific method and scientific realism. I must have found some
reconciliation at the timewhich was close to my present views - in
spirit if not in detail.

4.4 My reason for presenting this bit of personal history is
that I wanted to demonstrate that even the"weak" form of the Gdel
argument was already strong enough to turn at least one strong-AI
supporteraway from computationalism. It was not a question of
looking for support for a previously held"mystical" standpoint.
(You could not have asked for a more rationalistic atheistic
anti-mystic thanmyself at that time!) But the very force of Gdel's
logic was sufficient to turn me from thecomputational standpoint
with regard not only to human mentality, but also to the very
workings of thephysical universe.

4.5 The many arguments that computationalists and other people
have presented for wriggling aroundGdel's original argument have
become known to me only comparatively recently: perhaps we act
andperceive according to an unknowable algorithm; perhaps our
mathematical understanding isintrinsically unsound; perhaps we
could know the algorithms according to which we
understandmathematics, but are incapable of knowing the actual
roles that these algorithms play. All right, theseare logical
possibilities. But are they really plausible explanations?

4.6 For those who are wedded to computationalism, explanations
of this nature may indeed seemplausible. But why should we be
wedded to computationalism? I do not know why so many peopleseem to
be. Yet, some apparently hold to such a view with almost religious
fervour. (Indeed, they mayoften resort to unreasonable rudeness
when they feel this position to be threatened!)
Perhapscomputationalism can indeed explain the facts of human
mentality - but perhaps it cannot. It is a matterfor dispassionate
discussion, and certainly not for abuse!


	
4.7 I find it curious, also, that even those who argue
dispassionately may take for granted thatcomputationalism in some
form - at least for the workings of the objective physical universe
- has to becorrect. Accordingly, any argument which seems to show
otherwise must have a "flaw" in it. EvenChalmers, in his carefully
reasoned commentary, seeks out "the deepest flaw in the
Gdelianarguments". There seems to be the presumption that whatever
form of the argument is presented, it justhas to be flawed. Very
few people seem to take seriously the slightest possibility that
the argumentmight perhaps, at root, be correct! This I certainly
find puzzling.

4.8 Nevertheless, I know of many who (like myself) do find the
simple "bare" form of the Gdelianargument to be very persuasive. To
such people, the long and sometimes tortuous arguments that
Iprovided in Shadows may not add much to the case - in fact, some
have told me that they think that theyeffectively weaken it! It
might seem that if I need to go to lengths such as that, the case
must surely be aflimsy one. (Even Feferman, from his own particular
non-computational standpoint, argues that mydiligent efforts may be
"largely wasted".) Yet, I would claim that some progress has been
made. I amstruck by the fact that none of the present commentators
has chosen to dispute my conclusion G (inShadows, p.76) that "Human
mathematicians are not using a knowably sound algorithm in order
toascertain mathematical truth". I doubt that any will admit to
being persuaded by any of the replies to myqueries Q1, ..., Q20, in
Section 2.6 and Section 2.10, but it should be remarked that many
of thesequeries represented precisely the kinds of
misunderstandings and objections that people had raisedagainst my
earlier use of the bare Gdelian argument (and its conclusion G) in
The Emperor's NewMind, particularly in the many commentaries on
that book in Behavioral and Brain Sciences (and, inparticular, one
by McDermott 1990). Perhaps some progress has been made after
all!

5. Gdel's "Theorem-Proving Machine"5.1 Before addressing the
important issue of possible errors in human reasoning or the
possible"unknowability" of the putative algorithm underlying human
mathematical reasoning (which providethe counter-arguments that so
many computationalists pin faith on), I should briefly refer to
thediscussion of Section 3.3 in Shadows, which Chalmers regards as
"one of the least convincing sectionsin the book". This is the
first of the two arguments of mine that he addresses, but I am not
sure that he(or any other of the commentators) has appreciated what
I was trying to express. In that section (andalso Section 3.8, cf.
figure 3.1 on p. 148), I was attempting to show the actual
absurdity of thepossibility that human understanding (with regard
to P-sentences, say) might be encapsulated in what Ihave referred
to as a "Gdel's theorem-proving machine". As quoted on p. 128 of
Shadows, Gdelseemed not to have been able to rule out the
possibility that mathematical understanding might beencapsulated in
terms of the action of an algorithm - his "theorem-proving machine"
- which, althoughsound, could not be humanly (unassailably)
perceived to be sound. Yet it might be possible to comeacross this
algorithm empirically. I shall refer to this putative "machine" (or
algorithm) here as T.

5.2 In Section 3.3, I was concerned with a mathematical
algorithm, of the type that might be consideredseriously by
logicians or mathematicians, so it is not unreasonable to think of
T as formulated in thekind of terms which mathematical logicians
are familiar with. Of course, even if T were not
initiallyformulated in such terms, it could be if desired. It is
sufficient to restrict Gdel's hypothetical theorem-proving machine
to be concerned only with P-sentences. Then T would be an
algorithmic procedurethat generates precisely all the true
P-sentences that are perceivably true, in principle, by
humanmathematicians. Gdel argues that although T might be
empirically discoverable, the perception of itssoundness would be
beyond the powers of human insight. In Sections 3.3 and 3.8, I
merely try to makethe case that the existence of T is a very
far-fetched possibility indeed, especially if we try to imaginehow
it might have come about (either by natural selection or by
deliberate AI construction). But I didnot argue that it was an
entirely illogical possibility.


	
5.3 In Feferman's commentary, he refers to Boolos's "cautious"
interpretation of the implications ofGdel's theorem that a let-out
for computationalism would be the existence of "absolutely
unsolvablediophantine problems". Such an absolutely unsolvable
problem could be constructed, by wellunderstood procedures, from
the algorithm T, if T were to exist. Phrased in these terms, it
does notseem at all out of the question that such a T might exist.
In Section 3.3, my intention was merely topoint out some of the
improbable-sounding implications of the existence of T. It seems to
me that thisdoes go somewhat beyond what Feferman refers to at the
end of his commentary. Moreover, thearguments referred to in
Section 2 above (concerning Section 3.16 of Shadows that most
commentatorsappear to have missed) certainly do proceed well beyond
this interpretation.

5.4 Later in Shadows (cf. Sections 3.5-3.23, and especially
3.8), I argue that it is extremely hard to seehow an
extraordinarily sophisticated algorithm of the nature of T could
come about by natural selection(or by deliberate AI construction),
even if it could exist. It has to be already capable of correctly
dealingwith subtle mathematical issues that are, for example, far
beyond the capabilities of the Zermelo-Fraenkel axiom system ZF
(for example, the Gdel procedure can be applied to ZF to obtain
humanlyaccessible P-sentences that are indeed beyond the scope of
ZF). Yet issues of this nature played no rolein the selective
processes that were operative with our remote ancestors. I would
argue that there isnothing wrong with natural selection having been
the driving force, so long as it is a non-specific
non-computational quality such as "understanding" that natural
selection has favoured, rather than someimprobable algorithm, such
as T.

5.5 Even if we do not worry about how T might possibly have come
about, there is a distinctimplausibility in its very existence, if
T were to be an algorithm that could be humanly understood
(or"knowable", in the terminology of Shadows). This is basically
"case II" of Shadows (cf. p. 131), wherethe soundness of T, and
certainly its specific role, would not be humanly knowable. The
implausibilityof such a T was the main point that I was trying to
make in Section 3.3. I think Chalmers is arguing thatsuch a T might
come about by some bottom-up AI procedures and, if so, it might not
look at all like amathematical formal system. However, in the
absence of some strongly held computationalist belief - tothe
effect that it must have been by procedures of this very kind that
Nature was able to produce humanmathematicians - there is no good
reason to expect that this would be a good way of finding such a
T(as I argue in Shadows Section 3.27), nor is there any reason to
expect such a T actually to exist. It wasthe burden of later
sections of Shadows, not of Section 3.3, to argue that such
bottom-up procedures donot do what is required either. In effect,
in these later sections, I argue that if merely the (partly
bottom-up) computational mechanisms for ultimately leading to a T
could be known, then we would indeed beable to construct the formal
system that T represents. This will be discussed further in Section
7, below.

6. The Issue of Errors6.1 Some commentators (particularly
McDermott and, in effect, Baars) try to argue that the fact
thathuman mathematicians make errors allows the computational model
of the mind to escape the Gdel-type arguments. (This was also
apparently Turing's let-out, as illustrated in the quote in
Shadows,p.129.) I have stressed in many places in Shadows that the
main arguments of that book (certainly thosein Chapter 2) are
concerned with what mathematicians are able to perceive in
principle, by theirmethods of mathematical proof - and that these
methods need not be necessarily constrained to operatewithin the
confines of some preassigned formal system.

6.2 I fully accept that individual mathematicians can frequently
make errors, as do human beings inmany other activities of their
lives. This is not the point. Mathematical errors are in
principlecorrectable, and I was concerned mainly with the ideal of
what can indeed be perceived in principle bymathematical
understanding and insight. Most particularly, I was concerned with
those P-sentences that


	
can be humanly perceived, in principle, i.e., with those which
are in principle humanly accessible. Thearguments given above, in
Sections 3 and 5, were also concerned with this ideal notion only.
Theposition that I have been strongly arguing for is that this
ideal notion of human mathematicalunderstanding is something beyond
computation.

6.3 Of course, individual mathematicians may well not accord at
all closely with this ideal. Even themathematical community as a
whole may significantly fall short of it. We must ask whether it
isconceivable that this mathematical community, or its individual
members, could be entirelycomputational entities even though the
ideal for which they strive is beyond computation. Put in thisway,
it may perhaps seem not unreasonable that this could be the case.
However, there remains theproblem of what the human mathematicians
are indeed doing when they seem able to "strive for", andthereby
approximate, this non-computational ideal. It is the abstract idea
underlying a line of proof thatthey seem able to perceive. They
then try to express these abstract notions in terms of symbols that
canbe written on a page. But the particular collections of symbols
that ultimately appear on the pages oftheir notes and articles are
far less important than are the ideas themselves. Often the
particular symbolsused are quite arbitrary. With time, both the
ideas and the symbols describing them may become refinedand
sometimes corrected. It may not always be very easy to reconstruct
the ideas from the symbols, butit is the ideas that the
mathematicians are really concerned with. These are the basic
ingredients thatthey employ in their search for idealized
mathematical proofs. (These matters have relevance to thequestion
of how mathematicians actually think, as raised by Feferman in his
commentary, and theyare related also to issues raised also by Baars
and McCullough.)

6.4 Sometimes there may be errors, but the errors are
correctable. What is important is the fact is thatthere is an
impersonal (ideal) standard against which the errors can be
measured. Humanmathematicians have capabilities for perceiving this
standard and they can normally tell, given enoughtime and
perseverance, whether their arguments are indeed correct. How is
it, if they themselves aremere computational entities, that they
seem to have access to these non-computational ideal
concepts?Indeed, the ultimate criterion as to mathematical
correctness is measured in relation to this ideal. And itis an
ideal that seems to require use of their conscious minds in order
for them to relate to it.

6.5 However, some AI proponents seem to argue against the very
existence of such an ideal, a positionthat Moravec (if his robot is
to be trusted as espousing Moravec's own views) seems to be taking
in hiscommentary. Moreover, Chalmers comments: "an advocate of AI
might take [the position] that ourreasoning is fundamentally
unsound, even in idealization". There are others, such as Baars ("I
do notbelieve in the absolute nature of mathematical thought"), who
also have difficulty with this notion,perhaps because their
professional interests have more to do with examining the ways in
whichparticular individuals may deviate from such ideals than with
the ideal notions themselves. It iscommon for such people to point
to errors that have persisted in the mathematical literature for
somewhile (such as McDermott 's reference to Kempe's erroneous
attempt at a proof of the four-colourtheorem - which, incidentally
provided an important ingredient in the actual proof that was
finallyarrived at in 1976 by Appel and Haken; cf. Devlin (1988) -
or to Frege's inconsistent attempt at buildingup a formal set
theory - which was a good deal more influential, in a very positive
sense). But theseerrors are more in the nature of "correctable
errors", and do not really argue against the very existenceof a
mathematical ideal.

6.6 In Shadows, Section 3.2, I did examine, in a serious way,
the possibility that mathematicalreasoning might be fundamentally
unsound. But one should bear in mind that the presumption
ofmathematical unsoundness is an extremely dangerous position for
anyone purporting to be a scientist totake. If our mathematical
reasoning were indeed fundamentally unsound, then the whole edifice
ofscientific understanding would come crashing to the ground! For
virtually all of science, at leastdetailed science, depends upon
mathematics in one respect or another. I find it remarkable how


	
frequently attacks on the Gdelian argument seem to degenerate
into attacks upon the very basis ofmathematics. To attack the
notion of "ideal" mathematical concepts or idealized
mathematicalreasoning is, indeed, to attack the very basis of
mathematics. People who do so should at least pause tocontemplate
the implications of what they are contending.

6.7 While it is true that there are different philosophical
standpoints that may be adopted by differentmathematicians, this
has little effect on the basic Gdelian argument, especially if we
restrict attentionto P-sentences; see responses to queries Q9-Q13
in Sections 3.6, 3.10 of Shadows. For the remainder ofmy arguments
here, I shall take it as read that there is an ideal notion of (in
principle) humanlyaccessible mathematical proof, at least with
respect to P-sentences, and that this ideal notion of proof
issound. (And I am not against there being more than one, provided
that they are not in contradiction withone another with regard to
P-sentences; see Shadows Section 3.10, response to Q11.) The
question,then, is how serious are the errors which undoubtedly
occur when actual human mathematiciansattempt toemulate this
ideal.

6.8 For the arguments of Chapter 3 of Shadows, particularly
Sections 3.4, 3.17, 3.19, 3.20, and 3.21, Itry to address the issue
of errors in purported mathematical arguments, and the question of
constructingan error-free formal system from the actual output of a
manifestly computational system - thehypothetical mathematical
robots that I consider for the purpose. The arguments are quite
intricate inplaces, and I do not blame some of the commentators for
balking at those sections. On the other hand, itwould have been
helpful to have had a dispassionate discussion of these arguments
in their essentialpoints. McDermott does at least address some of
the more technical arguments concerning errors -though I feel it is
not altogether appropriate to refer to his account as
"dispassionate". Moreimportantly, he does not answer the essential
point of my conclusions. If it is to be errors that providethe key
escape route from the Gdel conundrum, we need to explain the
seeming necessity for a"conspiracy" preventing any kind of
computational procedure for weeding out all the errors in themerely
finite set that arises in accordance of the discussion of Section
3.20 (see 3.21 and also thesecond paragraph of 3.28). In his
commentary McDermott does not actually address the argument as
Igave it, but goes off on a tangent (about a "computerized Gauss"
and the like) which has very little todo with the specific argument
provided in Shadows. (The same applies to most of his other
argumentswhich, he contends, have "torn [my] argument to shreds".
His discussion might have been moreconvincing had it referred to my
actual arguments! I shall make some further comments
concerningthese matters in Section 7 below.)

6.9 McDermott does, however, come close to expressing the
central dilemma presented by the Gdelianinsight - although
apparently unwittingly. He has a hard time coming to terms with the
fact thatmathematical unassailability needs "to be both informal
and guaranteed accurate". Although he isunable to "see how that's
possible", it is basically this conflict that forces us into a
non-computationalviewpoint. If by a "guaranteed accurate" notion of
unassailability he means something that has beenvalidated by a
procedure that is computationally checkable, then this notion would
basically have to beone that can indeed be encompassed by a formal
system in the ordinary sense. We must bear in mindthat the
guarantee must apply not only to the correctness of carrying out
the rules of the procedure(which is where the "computational
checkability" of the procedure might have importance), but also
tothe validity, or soundness of the very rules themselves. But if
we can guarantee that the rules are sound,we can also guarantee
something beyond those rules. The rules would be subject to Gdel's
theorem, sothere would also be certain P-sentences, such as the
Gdel sentence asserting the consistency of the"guaranteeing
system", that would be just as "guaranteed" as the things that have
already beenpreviously "guaranteed". If McDermott is requiring that
"formal" implies "computational", and that"guaranteeable" also
implies computational, then he has a problem encompassing certain
things thatmathematicians are actually capable of guaranteeing,
namely the passing from a given guaranteeingsystem to the implied
guaranteeing of its Gdel sentence.


	
6.10 One of the key points of the discussion of Chapter 3 of
Shadows was to exhibit the importance ofthis conflict within the
context of an entirely computational framework. If we accept that
the putativerobots described there are entirely computational
entities, then any "guaranteeing" system that theycome up with must
necessarily be computational also. Accepting that the robots must
also guaranteetheir guaranteeing system (see Section 3 above) and
that they appreciate Gdel's theorem - and alsoaccepting that random
elements play no fundamentally important role in their behaviour
(see 3.18,3.22) - we are driven to the remaining loophole for
computationalism: errors. It was the thrust ofSections 3.17-3.21 to
demonstrate the implausibility of this loophole also. For this
discussion, oneattempts to find computationally bounded safeguards
against errors, and then shows that this isimpossible.

6.11 In effect, though in a stronger form than usual, all this
is saying is that it is impossible to"formalize" the informal
notion of unassailable mathematical demonstration. In this sense
McDermottis indeed right to fail to "see how that's possible". It's
not possible if "formalize" indeed impliessomething computational.
That's the whole point!

7. The "Unknowability" Issue7.1 Several other commentators
(Chalmers, Maudlin, Moravec - and also McDermott again!) prefer
toattack the Gdel argument from the standpoint that the "algorithm"
(or formal system) to which Gdel'stheorem is to be applied is
unknowable in some sense - or, at least, unknowable to the
personattempting to apply the argument. (Indeed, Chalmers, for one,
seems to be happy enough to accept "thatwe have an underlying sound
competence, even if our performance sometimes goes astray"; so in
hiscommentary on my "First Argument" - that given in Shadows,
Section 3.3 - he seems to be resorting tothe "unknowability" of the
algorithm in question.)

7.2 There is an unfortunate tendency for some people (Chalmers,
and some others excepted) to try totwist my use the Gdel argument
away from the form in which I actually gave it, which refers
to"mathematical understanding" in the abstract sense - or at least
in the sense in which that term mightapply to the mathematical
community as a whole - to a more personal form. Such people seem to
regardit as more impressively ridiculous that some individual
mathematician could know his or her "personalalgorithm", than that
the principles underlying the proof procedures that are common to
mathematiciansas a whole might be accessible to the common
understanding of the mathematical community. And theyapparently
regard it as particularly evidently ridiculous that I myself should
have such access (cf.commentaries by McCullough, Maudlin, and
Moravec), so they phrase what they take to be my ownGdelian
arguments in the form of what kind of a contradiction I might land
myself in if I happened tocome across my own personal algorithm! I
suppose that in order to make "debating points", suchprocedures may
seem effective, but I find it distinctly unhelpful to phrase the
arguments in this way; forthe arguments then become significantly
changed from the ones that I actually put forward.

7.3 Particularly unhelpful are formulations like Moravec's
"Penrose must err to believe this sentence."and McCullough's "This
sentence is not an unassailable belief of Roger Penrose." Although
there areways of appreciating the nature of the particular sentence
that Gdel originally put forward in terms thatare not totally
dissimilar from this, it is certainly a travesty to attempt to
express the essentials of myown (or indeed Gdel's) argument in this
way. Only marginally better would be "No mathematician canbelieve
unassailably that this sentence is true." or "No conscious being
can accept the truth of thissentence." - mainly because of their
manifest similarity to the archetypal self-contradictory
assertion:"This sentence is false." In Section 3.24 of Shadows, I
explicitly addressed the possibility that the kindof reasoning that
I had been using earlier in the book (basically the argument of
3.16, which is that ofSection 3 above, but also 3.14) might be
intrinsically self-contradictory in this kind of way. I do not


	
think that it is, for reasons that I discussed in 3.24. None of
the commentators has chosen to dispute meon this particular issue,
so perhaps I may take it that they agree also!

7.4 Instead, the arguments, relevant to the present discussion,
that Chalmers, Maudlin, McDermott, andMoravec are really putting
forward (and which are greatly obscured by the above kind of
formulation),is that the algorithm in question might be unknowable.
They make the point that in order to provide aneffective simulation
of the thought processes of an individual mathematician, an almost
unimaginablycomplicated algorithm would have to be envisaged. Of
course, this point had not escaped me either(!),which is the main
reason why I formulated my own discussion in quite different ways
from this.

7.5 There are, in fact, two distinct broad lines of argument put
forward in Shadows, the simpleargument and the complicated
argument. The simple argument (which has always been good enoughfor
me) is basically the "bare" Gdelian reasoning referred to in
Section 4 above (leading to theconclusion G of Shadows, p.76), as
applied to the mathematicians' belief that they are "really
doingwhat they think they are doing", rather than blindly following
the rules of some unfathomable algorithm(see the opening discussion
of 3.1 and the final one of 3.8). Accordingly, the procedures
available tomathematicians ought all to be knowable! The only
remark concerning any aspect of implications ofthis line of
argument that I can find in these commentaries is that towards the
end of McDermott'spiece, in which he remarks that the quality of
conscious understanding will, in his view, turn out to besomething
"quite simple" (because "consciousness is no big deal"). I remarked
(Shadows, p.150) that"understanding has the appearance of being a
simple and common-sense quality", but if it actually issomething
simple, it has to be something non-computational, because otherwise
it becomes subject tothe bare form of the Gdelian argument. I do
not think that McDermott would be very happy with that,but he does
not refer to this particular problem. (As an aside, I find it hard
to see why somecommentators, such as Maudlin, seem to argue that
the slightest flaw in the discussion of Part 1 ofShadows would
demolish the whole argument. In fact there are several different
lines of argumentpresented there. All of them would have to be
demolished independently!)

7.6 The complicated lines of argument are addressed more at
those who take the view thatmathematicians are not "really doing
what they think they are doing", but are acting according to
someunconscious unfathomable algorithm. Since there is no way that
we could know what this algorithm is(or what several distinct but
effectively equivalent algorithms might be; cf. Shadows, Section
3.7), Iadopt a completely different line of approach. This is to
examine how such an unfathomable algorithmmight conceivably come
about. The issue of the role of natural selection (treated
particularly in 3.8)was referred to in Section 5 above. The other
possibility that I discussed was some form of deliberateAI
construction, and that was the thrust of Sections 3.9 onwards, in
Chapter 3 of Shadows.

7.7 Rather than trying to "know" whatever putative algorithm
might now describe the physical action ofthe brain of some
individual human mathematician - or else what complicated computer
program mightnow control the actions of some putative intelligent
mathematics-performing individual robot - Iconsider the general
type of computational AI process that might underlie the evolution
of such a robot.We do not need to know how the robot's
computer-brain is actually supposed now to be wired up, sinceI am
prepared to accept that the "bottom-up" procedures that are used
(artificial neural networks,genetic algorithms, random inputs, even
natural selection processes that might be applied to the
robotsthemselves, etc. - and also adequately simulated
environments, cf. Shadows Section 3.10, McCarthy,McCullough, and
McDermott take note) could lead to a final product of almost
unimaginablecomplication. Nevertheless, these very mechanisms that
go into the ultimate construction of the robotswould indeed be
knowable - in fact, it might well be claimed (as I know that
Moravec (1988) hasactually claimed) that these mechanisms are, in
effect, known already. The whole point of consideringthese
mechanisms, rather than the "actual" algorithm that is supposed to
be enacted by the computer-brain of our putative robot (a point
apparently missed by Maudlin, McDermott, and Moravec), is that


	
the former would be supposed to be knowable, so long as those
aspects of the AI programme that areaimed at the construction of an
actually intelligent robot - intelligent enough for it to be able
tounderstand mathematics - are attainable within the general
framework of present-day computer-drivenideas.

8. AI and MJC8.1 A summary of this line of reasoning formed part
of the "fantasy dialogue" given in Section 3.23 ofShadows. (In what
follows, "MJC" refers to the robot, whereas "AI" refers to the
subject of artificialintelligence.) Thus, when Maudlin ridicules
the possibility that MJC might "easily 'digest' its ownalgorithm",
he has missed the point. There is not supposed to be anything
"unknowable" about theprocedures of AI; otherwise there would be no
point in people actually trying to do AI!

8.2 One of the aims of the discussion in the dialogue was to
bring home the fact that, according to the"optimistic" school of
AI, to which Moravec belongs, it need not be so far into the future
when robotsare actually constructed which could exceed all human
mental capabilities. In particular, such a robotcould perform feats
of mathematical understanding that exceed those of any human
mathematician.This indeed seems to be a corollary of such an
optimistic stance with regard to AI, and is notparticularly (as
McDermott contends) "extravagant" from the point of view of the
tenets of AI. Mycharacterization of MJC was to set its abilities,
with regard to mathematical understanding, just aheadof that of
humanity, but with a particularly effective ability with regard to
directly computationalmatters. Thus, it would have no difficulty at
all in assimilating the purely computational aspects of
themechanisms concerning its original construction (since these
were in any case already known to AlbertImperator, but they might
be computationally very involved), whilst MJC might be relatively
slower inappreciating the subtleties of certain logical points -
although still a good deal faster than one mightimagine a human
mathematician would be.

8.3 This does not seem to me to be an "incongruity" in
characterization, as Moravec seems to suggest.Of course MJC goes
mad at the end - but why not? It has just been driven to the
logical conclusion thatthe only way in which it could have come
about was by God implanting a Divine Algorithm into itsmechanisms,
through the "chance" elements that were part of those mechanisms.
It is not a question ofMJC suddenly realizing that its initials
stand for "Messiah Jesus Christ", as McDermott seems to think.(The
initials were just intended as a little joke for the reader, and
not really part of the story.) In fact,McDermott seems
extraordinarily slow in getting to the point of the story, if
indeed he ever really getsto the point of it. (Actually, it seems
that he does not, especially in view of his comments about"affixing
a * to Omega(Q)", etc. He has not appreciated the central argument
repeated in Section 3above. It is clear that Maudlin misses the
point also, since the dialogue has nothing to do with "acomputer
failing to pass the Turing test". But so also does Moravec's robot,
so McDermott and Maudlinare in good company!) I certainly do not
believe that a computationally controlled robot could achievethe
kind of easy-flowing intelligent-sounding dialogue that MJC
exhibits. That is the whole point of areductio ad absurdum. One
assumes that all the implications of the premise, that one intends
ultimatelyto disprove, actually hold good. The final contradiction
disproves the premise. Here, the premise is thatthe procedures of
computational AI can ultimately lead to the construction of an
intelligentmathematics-performing robot. Of course such a putative
robot could be articulate and sound intelligentin other ways than
just in mathematics. But it doesn't mean that I believe the
premise.

8.4 On another point, the fantasy dialogue does not actually
summarize all the arguments of Chapter 3of Shadows. Most
particularly, it does not summarize most of the arguments given in
Sections 3.17-3.21 against the "errors" argument (cf. Section 6
above). I did not include these mainly because I feltthat the
discussion was already getting rather long and complicated; and
since the "error" discussionwas rather involved, I thought it best
to leave most of it out. In addition to this, the way that the


	
dialogue developed, it seemed appropriate for MJC to have a
distinctly arrogant character. It wouldhave changed the flavour of
the story to allow MJC to acquire the humility that would have
beenneeded in order to have it admit to being subject to serious
error.

8.5 In some ways this was perhaps unfortunate, because it
appears to give Maudlin and McDermott aneasy way out by allowing
their allegedly more "realistic" version of MJC to make the
occasionalmistake. This, however, would be to miss the point of the
"errors" arguments, as given in Shadows andas referred to in
Section 6 above.

9. Mathematical Platonism9.1 I think that a few remarks in
relation to my attitude to mathematical Platonism are appropriate
atthis stage. Indeed, certain aspects of my discussion of errors,
as given in Section 6 above, might seem tosome to be
inappropriately "Platonistic", as they refer to idealized
mathematical arguments as thoughthey have some kind of existence
independently of the thoughts of any particular
mathematician.However, it is difficult to see how to discuss
abstract concepts in any other way. Mathematical proofsare
concerned with abstract ideas - ideas which can be conveyed from
one person to another, and whichare not specific to any one
individual. All that I require is that it should make sense to
speak of such"ideas" as real things (though not in themselves
material things), independent of any particular concreterealization
that some individual might happen to find convenient for them. This
need not presupposeany very strong commitment to a "Platonistic"
type of philosophy.

9.2 Moreover, in the particular Gdelian arguments that are
needed for Part 1 of Shadows, there is noneed to consider as
"unassailable", any mathematical proposition other than a
P-sentence (or perhapsthe negation of such a sentence). Even in the
very weakest form of Platonism, the truth or falsity of P-sentences
is an absolute matter. I should be surprised if even Moravec's
robot could make much of acase for alternative attitudes with
regard to P-sentences (though it is true that some strong
intuitionistshave troubles with unproved P-sentences). There is no
problem of the type that Feferman is referring to,when he brings up
the matter of whether, for example, Paul Cohen is or is not a
Platonist. The issuesthat might raise doubts in the minds of people
like Cohen - or Gdel, or Feferman, or myself, for thatmatter - have
to do with questions as to the absolute nature of the truth of
mathematical assertionswhich refer to large infinite sets. Such
sets may be nebulously defined or have some other
questionableaspect in relation to them. It is not very important to
any of the arguments that are given in Shadowswhether very large
infinite sets of this nature actually exist or whether they do not
or whether or not it isa conventional matter whether they exist or
not. Feferman seems to be suggesting that the type ofPlatonism that
I claimed for Cohen (or Gdel) would require that for no such set
could its existence bea conventional matter. I am certainly not
claiming that - at least my own form of Platonism does notdemand
that I need necessarily go to such extremes. (Incidentally, I was
speaking to someone recently,who knows Cohen, and he told me that
he would certainly describe him as a Platonist. I am not surewhere
that, in itself, would leave us; but it is my direct personal
impression that the considerablemajority of working mathematicians
are at least "weak" Platonists - which is quite enough. I
shouldalso refer Feferman to the informal survey of mathematicians
reported on by Davis and Hersch in theirbook The Mathematical
Experience, 1982, which confirms this impression.)

9.3 The issue as to the "existence" of some very large set might
occasionally have a bearing on the truthor otherwise of certain
P-sentences. Accordingly, a mathematician's belief with regard to
such a P-sentence might be influenced by that mathematician's
particular attitude to the existence of such a set.Questions of
this nature were discussed in Shadows, Section 2.10, response to
Q11, where it isconcluded that there is no great issue to disturb
significantly the Gdelian conclusion G. Feferman hasnot chosen to
comment on this matter, so I suppose that he has no strong
objection to my lineofreasoning.


	
10. What has Gdel's Theorem to do with Physics?10.1 Maudlin
questions the very basis of my contention that one can indeed
deduce somethingimportant and new about the nature of physical laws
from the actual behaviour of certain physicalobjects: human
mathematicians. As far as I can make out, his basic claim is that
the computability,or otherwise, of mathematicians has no externally
observable consequences. I find this claim to be avery strange one.
He refers to what he calls the "Strong Argument", which he says is
"clearly unsound".The Strong Argument contends that "no computer
could reliably produce the visible outward motionsof a conscious
person" and, consequently, there must be something beyond
computation in thebehaviour of physical objects (e.g. humans).
Maudlin's objection seems to rest on the finiteness of thetotal
output of a human being. Whatever the total output of some human
being might be (and his"human being" is "Penrose", of course!),
that output would indeed be finite. Therefore there would besome
computer program which could, in principle at least, simulate that
person's action. This is avery odd line of reasoning, because it
would invalidate any form of deduction about physical theoryfrom
observation whatsoever. The number of data points concerning
observations of the solar system isfinite, after all, so those data
points could form the output of a sufficiently large computer,
quiteindependently of any underlying physical theory. (Or they
could be used to support a wrong theory withenough parameter
freedom, such as the Ptolemaic theory, or even chariots in the
sky.) I am tempted toreply to Maudlin by merely saying "be
reasonable!"

10.2 Of course, canned answers could in principle provide any
answer you want - even with infinitenumbers of alternatives if the
canning is allowed to be infinite. But the whole point of a Turing
test (asTuring himself importantly understood) is that it takes the
form of a question and answer session. It issimply not practicable
to take into account all conceivable questions and follow-up
questions andfollow-up follow-up questions, etc. simply by storing
all possible alternatives. (Anyone who hascontemplated the task of
writing a comprehensive CD-ROM program - or even a book such
asShadows in which one attempts to "second guess" all readers'
possible counter-arguments - will beginto appreciate what I mean.
There can be a significant complexity explosion even in the
relatively shortreasoning chains that are involved in such things.)
Maudlin refers to this matter of complexityexplosion, but he does
not draw the appropriate conclusion from it.

10.3 My contention is that without any genuine understanding on
the part of the computer, it will (atleast in most cases)
eventually be found out, when subjected to sensitive enough
questioning. Trying tosimulate intelligent responses by having
mountains and mountains of stored-up information, using
theprogrammer's best attempts to assimilate all possible
alternatives, would be hopelessly inefficient. Itappears that
Maudlin believes that he has made a decisive logical ("in
principle") point by bringing inthe finiteness argument. But he is
allowing his computer to have an exponentially larger finite
storagelimit than the finite limit that he imposes on the human
(which is a general feature of the "cannedresponse" approach), and
this is totally unreasonable. Indeed, this "exponential"
relationship involvedin a canned response (or in what is called a
"look-up table") is a decisive logical ("in principle")response to
Maudlin's proposal. This applies both in the finite and in the
(idealized) infinite case; forwe have 2^alpha > alpha whether or
not alpha is finite, and this inequality comes from the same kind
ofdiagonal argument (Cantor's original argument) as that used in
the Gdel theorem.

10.4 In fact the finiteness issue was discussed in Shadows (in
the responses to Q7 and Q8 in Section2.6), though from a slightly
different angle. Maudlin does refer to this discussion, but he
appears tomisunderstand it. (Baars, in expressing his somewhat
muddled parallel/serial worries about the "infinitememory" of a
Turing machine is in effect, also addressing the "finiteness"
issue, but he does not refer tomy discussion of it, nor to the
relevant Section 1.5.) In that discussion, I addressed the problem
of howone might provide answers to mathematical questions - of,
say, deciding the truth of P-sentences - by


	
simply listing all the correct answers. In my response to Q7, I
pointed out that the very process oflisting the answers required
some means of forming reliable truth judgements. This matter has
simplybeen ignored by Maudlin, yet it contains the whole point of
the non-computability argument. In order tobe able to list the
correct answers to the P-sentences in his canned responses,
Maudlin's computerprogrammer will need to possess the
(non-computable) quality of understanding in order to providewhat
are actually the correct answers! When I said, in Shadows that "the
odd against this are absurdlyenormous", I was referring to the
chances against providing the answers to mathematical problems
ofthis nature without any understanding on the part of the
programmer. Maudlin's situation is completelydifferent, where he in
effect presupposes that the programmer is allowed to have this
understanding,and this completely begs the non-computability
question.

10.5 There is, however, a somewhat related issue that has also
been raised with me by other people:how could one actually tell, by
observational means alone, whether or not the physical world
behavesnon-computably? (Here, I am leaving aside the question of
the behaviour of extremely highlysophisticated physical objects
like human beings; I am concerned with direct physical experiments
andthe like.) It seems to me that this issue is quite comparable to
a somewhat related one, namely that ofdeterminism. How could one
tell by direct physical experiment whether or not the physical
world isdeterministic? Of course, one cannot tell - not just like
that. Yet there is the common assertion that theclassical behaviour
of physical objects is indeed deterministic. What this means is
that Newtoniantheory (or Maxwell's theory or Einstein's theory) is
deterministic; that can be shown mathematically.What one does is to
design sophisticated experiments or observations to test the theory
in otherrespects, and if the expectations of the theory are borne
out, we conclude that various other things aboutthat theory, such
as the fact that it is indeed deterministic, ought also to hold for
the behaviour of theuniverse (to the appropriate degree of
approximation as is implied by the limits within which the
theoryhas been shown to be valid). And so it will be with the new
theory of physics that unites the classicaland quantum levels and
which, I maintain, will turn out to be a non-computable theory. Of
course, I amat a disadvantage here, since this theory has yet to be
discovered! But the general point is the same.

11. How Could Physics Actually Help?11.1 Several commentators
(Baars, Chalmers, Feferman, Maudlin) question the competence of
anyphysical theory ever having anything of importance to say about
mind, consciousness, qualia, etc. andKlein asks for clarification
on this issue. According to Feferman, for example, my attempts to
push theconsciousness discussion in the direction of physics would
merely be to replace one "nothing but"theory with another, i.e. to
replace "the conscious mind is nothing but a computer" with "the
consciousmind is nothing but sub-atomic physics". Other
commentators, in effect, express similar worries. Infact, to
describe things in the aforementioned way is rather to miss the
point of what I am trying to say.I certainly do not expect to find
any answers in sub-atomic physics, for example. What I am arguing
foris a radical upheaval in the very basis of physical theory.

11.2 In most respects, this upheaval would have to have no
observable effects, however. This mightseem odd, but we have an
important precedent. Einstein's general relativity, as regards most
(indeed,almost all) of its observational consequences, is identical
with Newton's theory of gravity. Yet, itindeed provided a radical
upheaval in the very basis of physical theory. The concept of
gravitationalforce is gone. the concept of a flat background
Euclidean space is gone. The very fabric of space-time iswarped,
and the density of energy and momentum, in whatever form, directly
influences the measure ofthis warping. The precise way in which the
warping occurs describes gravity and tells us how matter isto move
under its influence. Self-propagating ripples in this space-time
fabric can occur, and carryaway energy in a mysterious non-local
way. Although for many years observational support forEinstein's
theory was rather marginal, it can now be said that, in a clear-cut
sense, Einstein's theory isconfirmed to a precision of one part in
one hundred million million - better than any other physical


	
theory (see Shadows, Section 4.5).

11.3 What I am asking for is a revolution of (at least) similar
proportions. It should represent as muchof a change in our
present-day ways of looking at quantum theory as general relativity
represents achange from Newtonian theory. Some will argue, however,
that even the profound changes that I havedescribed above, which
overturn the very basis of Newtonian physics, will do nothing to
help us cometo terms with the puzzle of mentality within such a
physically determined universe. I do not deny thesignificance of
that argument. But we do not yet know the very form that this new
theory must take. Itmight have a character so different from that
which we have become accustomed to in physical theorythat mentality
itself may not seem so remote from its form and structure.
Moreover, quite apart fromany considerations of mentality, there
are, in my opinion, very powerful reasons coming from withinphysics
itself for believing that such a revolution is necessary. (Baars,
in particular, fails to appreciatethis point when he says "there is
yet nothing to revolt against".)

11.4 Einstein's theory was to do with the issue of how to
describe the phenomenon of gravity - in itsaction in guiding the
planets and the stars and the galaxies, and in the shaping of the
large-scalestructure of the universe. These phenomena do not
directly relate to the processes which control thebehaviour of our
brains and which presumably actually underlie our mentality. What I
am now askingfor is a revolution that would operate at the very
scales relevant to mental processes. Yet I am alsoarguing that the
physical revolution we seek should actually be dependent upon the
particularrevolutionary changes that Einstein's theory already
represented from the older Newtonian ideas aboutthe nature of
reality.

11.5 I know that this puzzles many people; in fact, it puzzles
many physicists that I should seriouslyattempt to claim such a
thing. For the scales at which gravitational interactions reign
seem totallydifferent from those which operate in the brain. A few
words of explanation may well be helpful at thisjuncture. I am
certainly not asking that gravitational interactions (or "forces")
should have anysignificance for the physical processes that are
going on in the brain. The point is quite a different one. Iam
referring, instead, to the influences that Einstein's viewpoint
with regard to gravity will have uponthe very structure of quantum
theory. Instead of quantum superpositions persisting for all time -
asstandard quantum theory would have us believe - such
superpositions constitute a state which isunstable (see Penrose
1996). Moreover, this decay time can be computed, at least in
certain very clear-cut situations. Yet, many physicists might well
take the view that the time-scales, distance-scales, mass-scales,
and energy-scales that would arise in any framework that purports
to embody the union ofEinstein's general relativity with quantum
theory must be hopelessly wrong. Indeed the relevant time-scale
(~10^-43 seconds) is some twenty orders of magnitude shorter that
the briefest processes that areconsidered to take place in particle
physics; the relevant space-scale (~10^-13 cm) is some twentyorders
of magnitude smaller than the diameter of a proton; the relevant
mass-scale (~10^-5 grams) isabout the mass of a flea, which seems
much too big; and the relevant energy scale (~10^18 ergs) isabout
what would be released in the explosion of a can of petrol.
However, when one comes to examinethe details, these figures
conspire together (some being individually too small but
otherscorrespondingly too big) to produce an effect that is indeed
of an eminently appropriate magnitude.(For details, see a
forthcoming paper by Stuart Hameroff and myself (Hameroff and
Penrose 1996).)

11.6 Again, many would argue that we shall still have come no
closer to an understanding of mentalityin physical terms. Perhaps,
indeed, we will not have come a great deal closer. But I believe
that someprogress will have been made in an appropriate direction.
The picture of quantum state reduction thatthis viewpoint is
concerned with ("OR": objective state-reduction) involves the
bifurcation and thenselection of one out of several choices for the
very shape of space-time. Moreover, there arefundamental issues
arising here as to the nature of time and the apparent flow of time
(see Section 13below, in relation to Klein's commentary). I am not
arguing that these issues will, in themselves,


	
resolve the puzzles of human mentality. But I do claim that they
could well point us in new directionsof relevance to them, and this
could change the very nature of the questions that the problems
ofmentality raise.

11.7 I think that people in AI, and perhaps a good many
philosophers also, have a tendency tounderestimate the importance
of the specific nature of the physical laws that actually govern
thebehaviour of our universe. What reason do we really have to
assume that mentality does not need theseparticular laws? Could
consciousness arise in a world controlled by some arbitrarily
chosen set ofrules? Could it arise within scope of John Conway's
"game of life" (Gardner 1970, Poundstone 1985),for example, as
Moravec (1988) has suggested? Although the Conway rules for a "toy
universe" areingenious, they do not have the subtle sophistication
of Newtonian mechanics - whose sophisticationpeople often take for
granted. Yet despite the extraordinary fruitfulness of Newtonian
ideas, even theycannot explain something so basic as the nature and
stability of atoms. We need quantum theory forthat. And even
quantum theory does not fully account for the behaviour of atoms,
because itsexplanations require that curious hybrid of procedures
of unitary (Schroedinger) evolution and quantumstate-vector
reduction (denoted in Shadows by U and R, respectively) -
procedures which are not reallyconsistent with one another, I
claim. Eventually, in order to explain even the stability and the
specificnature of atoms, we shall need a better theory of physics
than we have today, at the fundamental level.

11.8 There is no doubt that physics - and often the very
detailed nature of the specific underlyingphysical laws - is
essential to most of the sophisticated behaviour of the world we
know. So why shouldthe most sophisticated behaviour that we know of
in the world, namely that of conscious living humanbeings, not also
depend on the very detailed nature of those laws? As I have
indicated above, we do notyet know the full nature of these laws,
even in some of their most basic respects. A new theory isneeded
quite independently of any necessity for new laws to describe a
universe that can supportconsciousness. However, physicists
themselves often get carried away into thinking that they
knoweverything that is needed - in principle, at least - for the
behaviour of all things of relevance. There is acurious irony,
here, in McDermott's quoting from Shadows p.373 "It is only the
arrogance of the presentage that leads so many to believe that we
now know all the basic principles that can underlie all
thesubtleties of biological action." For he takes that remark to be
aimed primarily at the AI community. Infact, the people I had
primarily in mind were the (theoretical) physicists. I do not blame
the biologists,or even AI researchers, when they take from the
physicists a picture of the world commonly claimed tobe almost
final - bar some technical details that are irrelevant for the
behaviour of macroscopic objects.But perhaps McDermott is right;
some AI researchers seem to be nearly as arrogant as
high-energyphysicists (and with far less reason) - especially those
AI researchers who claim that the deepestmystery of the physical
world can be answered without any reference to the actual laws that
govern thatworld!

11.9 I should make it clear, however, that I am certainly making
no claim that the mystery of mentalitycan be resolved merely by
finding the correct physical theory. I am sure that there are vital
insights tobe gained from psychology as well as from
neuro-physiology and other aspects of biology. Baars seemsto think
that I am denying the existence of the unconscious, because there
is no significant mention of itin Shadows (though there was some
small reference to the unconscious mind in The Emperor's NewMind).
I should like to reassure Baars that I fully accept both the
existence of the unconscious and itsimportance to human behaviour.
The only reason that the unconscious was not discussed in
Shadowswas that I had no contribution to make on the subject. I was
concerned with the issue of consciousnessdirectly, in particular in
relation to the quality of understanding. However, I certainly
agree that acomplete picture cannot be obtained without the proper
role of unconscious mentality being appreciatedalso.


	
12. State-Vector Reduction12.1 Some commentators express worries
in connection with my quantum state-vector proposals -whereby the
quantum procedure R is to be replaced by some form of objective
reduction, which Idenote by OR. There are many misunderstandings
here. Baars seems to think that I am taking the viewthat R has
something to do with "observer paradoxes", which is explicitly not
my view, as I thought Ihad made clear in Shadows, Chapter 6. Klein
does not make this mistake, but seems to take the viewthat the
measurement problem (R) has (or ought to have) something directly
to do with metaphysics.This is certainly different from my own
"objective" standpoint with regard to R.

12.2 Maudlin complains that my "objections to Bohm's theory" (a
theory that, in a sense, incorporatesR) "are impossible to decipher
from the text" - which is not surprising since I did not give them
there -and that my "objections to the GRW theory are clearly not
decisive". My objections to GRW (the ORscheme of Ghirardi, Rimini,
and Weber, 1986) were not meant to be decisive. In my opinion,
thisscheme is a very interesting one, but it suffers from being
somewhat ad hoc. What one needs (and I amsure that the authors of
this scheme would not disagree) is some way of fitting the scheme
in moreconvincingly with the rest of physics. In fact Diosi made a
proposal in 1989 that could be regarded as aGRW-type model in which
the ad hoc nature of the GRW parameters was removed by fixing them
tobe provided by the quantum gravity quantities referred to in
Section 11, above. Diosi's modelencountered difficulties, as was
pointed out by Ghirardi, Grassi, and Rimini (1990), who also
suggesteda remedy, but at the expense of re-introducing another
parameter. It should be said that in fact
theDiosi-Ghirardi-Grassi-Rimini proposal is extremely close to the
OR scheme that I was proposing inShadows (and in Penrose 1995).
These other authors do not mention non-computability (their
proposalbeing entirely stochastic), but there is no essential
incompatibility between both sets of ideas. InSections 7.8 and 7.10
of Shadows, I give some reasons (admittedly far from conclusive)
for anticipatingthat a full quantum gravity scheme of this nature
might indeed be non-computable.

12.3 In his final paragraph, Maudlin seems to be complaining
that the tentative OR proposals that arebeing promoted in Shadows
do not solve all the problems of uniting quantum theory with
relativity, andof explaining the problems of human cognition. He's
not asking for much! These proposals were hardlyintended to provide
a complete theory (as anyone reading Section 7.12 of Shadows would
surelyappreciate) but merely to give some idea of the orders of
magnitude involved in the collapse rate forsuch an OR theory - if
such a theory were to be found.

12.4 Klein refers to the excellent little book QED of Feynman
(1985) which introduces the basic rulesof quantum theory (and
quantum fieldtheory) with the minimum of fuss. However, Feynman
neverattempts to address the measurement problem in this book -
which amounts to the issue of why (andwhen) do the quantum-level
complex-valued amplitudes become classical-level
real-valuedprobabilities, in the process of having there moduli
squared. It might be worth mentioning that I readQED for ideas,
just before embarking on writing my chapter on quantum mechanics in
The Emperor'sNew Mind. However, I found that Feynman's approach was
not altogether suitable for me because Ineeded to address the
measurement problem in some detail, which Feynman avoided
completely.Feynman has certainly worried about this problem, but he
preferred not to emphasize it in his writings.There is a historical
point of interest, here. For it was actually Feynman's early
worrying about thenature of the union of Einstein's general
relativity with quantum mechanics (expressed in
Feynman'scontribution to the conference held in Chapel Hill in the
1950s, cf. Feynman et al 1995, Section 1.4, p.15) that originally
motivated Karolyhazy (1966) to seek an explanation of state-vector
reduction interms of gravitational effects (and Feynman also
influenced me in the same way). Diosi's particularapproach arose
from the work of Karolyhazy's Budapest school.

12.5 Questions to do with "the overlap of states" referred to by
Klein do not really resolve the


	
measurement issue, and von Neumann's point about the difficulty
of locating exactly where (or when) Rtakes place just emphasizes
the subtlety of the R phenomenon. However Klein is completely right
inpointing to the biological difficulties involved in maintaining
quantum coherence within microtubulesand, more seriously, in
allowing this coherence to "leap the synaptic barrier". To see how
this might beachieved is a fundamental problem for the type of
scheme that I (in conjunction with Stuart Hameroff)have been
proposing. Clearly more understanding is needed. (See Section 14
below, for a tentativesuggestion in relation to this.)

12.6 I should point out a misunderstanding on the part of
Maudlin. He seems to think that my "collapsetheory offers a
stochastic collapse postulate" and that it is concerned with "the
exact timing of thecollapses". I have nowhere said either of these
things. I get the impression that Maudlin has beenconfused by the
comparisons that I have been making between the suggested OR
process and thephenomenon of the decay of an unstable particle (or
unstable nucleus). But at no stage did I suggest thatit would be in
the precise timing of the decay of the quantum superposition that
significant non-computability would occur. (But on rereading the
relevant parts of Shadows, I realize that I was not atall specific
there as to what I did mean.) Of course, since the detailed theory
is not known, it is possiblethat there would be relevant
non-computability in the timing also, but what I had in mind
wassomething quite different, and certainly more relevant. The idea
is that when collections of tubulinconformational movements become
involved in coherent quantum superposition, there will come apoint
when the mass movements within the tubulin molecules are sufficient
for OR to come into effect(without significant environmental
disturbance). When that happens Nature must make a choicebetween
the various collections of conformational states under
superposition. It is not so much aquestion of when, but of which
among the collection of superposed states Nature indeed
chooses.Choices of this kind could actually influence the behaviour
of a synapse. (There are various possibilitiesfor this; for
example, the particular collections of conformational states of
tubulins in a microtubulemight influence a dendritic spine, via the
actin within the spine. Moreover, a great number ofmicrotubules
would be expected to act in concert - since a single OR
state-selection process would actwithin many microtubules all at
once. However, there is no point in trying to be too specific at
thisstage.) It would be in the particular choice that Nature makes
that the non-computability could entersignificantly, and this
particular choice (global over a significantly large area of the
brain, probablyinvolving at least thousands of neurons) could
result in subtle collective changes of synapse strengthsall at
once. (See Hameroff and Penrose 1996.)

13. Free Will13.1 What kind of a theory might it be that
determines these choices? Many people who are unhappywith
computationalism would be just as unhappy with any other type of
mathematical scheme fordetermining them. For they might argue that
it is here that "free will" makes its entry, and they wouldbe
unhappy that their free-will choices could be determined by any
kind of mathematics. My own viewwould be to wait and see what kind
of non-computable scheme ultimately emerges. Perhaps asophisticated
enough mathematical scheme will turn out not to be so incompatible
with our (feelingsof) free will. However, McCarthy takes the view
that I am "quite confused" about free will, and that myideas are
"not repairable". I am not really clear about which of my confused
ideas McCarthy is referringto. In Shadows, I did not say much about
the issue of free will, except to raise certain issues. Indeed, Iam
not at all sure what my views on the subject actually are. Perhaps
that means that I am confused, butI do not see that these ideas are
remotely well enough defined to be irreparable!

13.2 As I remarked above, most people would probably take the
view that if there is any kind ofmathematical theory precisely
determining the way we behave, then there is no free will. But, as
I haveindicated, I am not so sure about this. The answer could
depend on the very nature of this mathematicaltheory. The theory
would certainly have to be non-computable (according to my own
considerations),


	
but much more than this. We recall from the discussion given in
Section 3 above (McCullough,Chalmers, and Section 7.9 of Shadows)
that the Gdel diagonalization procedure can be applied tosystems
much more general than merely computational ones. Thus, my
arguments would equally implythat our missing theory must be not
just non-computational, but also beyond (or at least different
from)Turing's notion of oracle computation. (An oracle computation
is what is achieved by a Turing machineto which an additional
command is appended: "if the pth Turing machine acting on the
number qeventually halts, do A; if it doesn't, do B".) Again, we
can consider second-order oracle machines(which can assess whether
first-order oracle machines ever halt), and the diagonalization
still applies.So the missing theory is not a second-order oracle
theory either. The same applies to even higher-orderoracles. Indeed
the missing theory cannot be an oracle theory of order alpha for
any computable ordinalnumber alpha. As far as I can make out, this
is not the limit of it either. Diagonalization can be appliedin
very general circumstances indeed. We enter very nebulous areas of
mathematical logic. It seems thatthe quality of "understanding" -
which is what this discussion is effectively all about - is
something verymysterious. Consequently, any theory of the physical
world which is capable of accommodating





						
LOAD MORE                    

                                    


                
                    
                    
                                        
                

                

                        


                    

                                                    
                                Shadows of the Mind · Shadows of the Mind, mathematician Dr Roger Penrose enlisted the incompleteness theorem in mathematics. He uses the theorem, which states that any system of

                            

                                                    
                                9517256 Penrose Roger Shadows of the Mind Excerpts

                            

                                                    
                                Athens Journal of Humanities & Arts · Popper, The Logic of Scientific Discovery (New York: Routledge, 1965); Roger Penrose, Shadows of the Mind (Oxford: Oxford University Press,

                            

                                                    
                                OXFORD MASTERCLASSES IN GEOMETRY 2014. Part … · (1) Roger Penrose, Pentaplexity, Eureka 39, 1979.5 (2) Martin Gardner, Penrose Tiles to Trapdoor Ciphers , CUP, 1997. 6 The only

                            

                                                    
                                Roger Penrose - Mathematical general relativity, … Penrose - Mathematical general relativity, compressible 

                            

                                                    
                                SIR ROGER !! PENROSE - AIM ROGER PENROSE!! SEEING THROUGH THE BIG BANG How would we know if our world was just one of an infinite succession of universes? Sponsored by the Department

                            

                                                    
                                Roger Penrose - Bilgisayar ve Zeka - Kralın Yeni Usu - I

                            

                                                    
                                Roger Penrose Applications of Negative Dimensional Tensors

                            

                                                    
                                Athens Journal of Humanities & Arts · Athens Journal of Humanities & Arts ... and physicist Roger Penrose ... Roger Penrose, Shadows of the Mind (Oxford: Oxford University Press,

                            

                                                    
                                Foreword to a Computable Universe - Roger Penrose

                            

                                                    
                                DV0605PENROS8A (Page 28 - 29)dgerman/penrose.pdf · ROGER PENROSE Other Penrose Questions #1 A B Source Each slit Combined slits BORN: in Colchester, England.August 8, 1931, PHOTOGRAPH

                            

                                                    
                                The Large, the Small, and the Human Mind Roger Penrose 

                            

                                                    
                                Feynman, Penrose, Others and Vedantacgpl.iisc.ac.in/site/Portals/0/Personal Musings/FeynmanVedanta.pdf · Gleick), Roger Penrose, John D Barrow, Rothman and Sudarshan, and others

                            

                                                    
                                Introduction R Penrose tiles matching rule (Figure 2). A · Penrose tilings are a remarkable family of aperiodic tilings of the plane, rst described in the mid 1970s by Roger Penrose

                            

                                                    
                                Stuart Hameroff and Roger Penrose OR - USP · Stuart Hameroff and Roger Penrose Features of consciousness difficult to understand in terms of conventional ... In Shadows of the Mind,

                            

                                                    
                                Zelazny, Roger - The Second Chronicles of Amber 04 - Knight of Shadows

                            

                                                    
                                Roger Zelazny - Jack of the Shadows

                            

                                                    
                                The Geometric Universe of Roger Penrose by_Huggett,Mason,_Tsou_Woodhouse.pdf

                            

                                                    
                                PENROSE RHOMBS...PENROSE RHOMBS Fifth Floor It was long believed that an area could be filled with tiles of three, four, and six sides, but not five. In the early 1970s, Roger Penrose

                            

                                                    
                                On the Spectrum of the Penrose Laplacianpersonal.denison.edu/~meim/SMI/...Presentation.pdf · History of Penrose tiling (Gardner) In 1973, Roger Penrose found a set of tiles that

                            

                                                    
                                Zelazny, Roger - Amber 09 - Knight of Shadows

                            

                                                    
                                Roger Penrose - Shadows of Mind

                            

                                                    
                                Beyond the Doubting of a Shadow by Roger Penrose

                            

                                                    
                                Penrose Roger the Emperors New Mind 1991

                            

                                                    
                                VISIT OF SIR ROGER PENROSE TO UTSA 3-6 DECEMBER 2013 UTSA PHYSICS AND ASTRONOMY

                            

                                                    
                                €¦ · Shadows of the Mind A Search for the Missing Science of Consciousness ROGER PENROSE Rouse Ball Professor of Mathematics University of Oxford Oxford New York Melbourne OXFORD

                            

                                                    
                                Science & ROGER PENROSE

                            

                                                    
                                Roger Penrose on Stephen Hawking - maths.ox.ac.uk · Roger Penrose on Stephen Hawking The Oxford Mathematics Newsletter • Spring 2018. Departmental News 3 Experiences with Stephen

                            

                                                    
                                Roger Penrose - Lo grande lo pequeño y la mente humana

                            

                                                    
                                The Emperor's New Mind by Roger Penrose - Avalon …avalonlibrary.net/ebooks/Roger Penrose - The Emperor's New Mind.pdf · The Emperor's New Mind by Roger Penrose "In THE EMPEROR'S

                            

                                                    
                                Roger Penrose - American Mathematical Society · 2016-12-05 · Roger Penrose “ An extremely original, rich, and thoughtful survey of today’s most fashionable attempts to decipher

                            

                                                    
                                SIR ROGER !! PENROSE - American Inst. of …aimath.org/news/penrose/penrose_flyer.pdf · 2013-12-11 · SIR ROGER PENROSE!! SEEING THROUGH THE BIG BANG ... $25 | $15 students Santa

                            

                                                    
                                Penrose-Hameroff Quantum Tubulin Electrons, Chiao … · Penrose-Hameroff Quantum Tubulin Electrons, Chiao Gravity Antennas, ... Roger Penrose says, in Shadows of the Mind ... Penrose-Hameroff

                            

                                                    
                                The Emperor's New Mind by Roger Penrose · "Roger Penrose, who teaches mathematics at the University of Oxford, begs to differ. He thinks that what goes on in the human mind- and

                            

                                                    
                                ANGULAR MOMENTUM: AN APPROACH TO COMBINATORIAL SPACE-TIMEmath.ucr.edu/home/baez/penrose/Penrose-AngularMomentum.pdf · ANGULAR MOMENTUM: AN APPROACH TO COMBINATORIAL SPACE-TIME ROGER

                            

                        
                    

                                    

            

        

    

















    
        
            
                	About us
	Contact us
	Term
	DMCA
	Privacy Policy



                	English
	Français
	Español
	Deutsch


            

        

        
            
                Copyright © 2022 VDOCUMENTS

            

                    

    










